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Measurements of the cross section for production of massive dihadrons by 800- 
GeV protons incident on a tungsten target are presented. These are compared 
with measurements taken at lower and higher ,/5 and with perturbative-QCD 
predictions. Scaling and A-dependence behaviors observed at lower energies are 
confirmed, and good agreement with QCD is obtained. Model dependences of 
earlier measurements are discussed. 
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In the late 1970’s, the Columbia-Fermilab-Stony Brook (CFS) group studied pro- 
duction of pairs of high-transverse-momentum hadrons in collisions of ZOO-, 300-, and 
400-GeV protons with beryllium and tungsten targets,‘-’ and the Columbia-CERN- 
Oxford-Rockefeller (CCOR) group studied production of ?y” pairs at the ISR.’ We 

have taken new dihadron data using 800-GeV protons incident on a tungsten tar- 
get. Comparing these new data with the lower-energy CFS and higher-energy CCOR 
samples, we find that the scaling behavior and A-dependence observed by CFS are 
corroborated at the higher energy, but that one of the CFS publications1 contains a 
misleading figure. 

We utilized the Fermilab E605/772 spectrometer (Figure l), the details of which 

have been published previously 6. For this run, we added a collimator at the exit of 

the “SM12” analyzing magnet, composed of 24” of copper followed by 48” of borated 

polyethylene, that restricted the vertical aperture to +lO”. 2.5 x 10” protons per 

20s beam pulse were incident on the face of a tungsten-disk target of thickness 3mm 

and diameter 3”. Since the diameter of the target was much larger than the size of 

the beam, the targetting efficiency was 100%. 

The beam flux was monitored by means of a secondary emission monitor (SEM) 

located in the beam line upstream of the target. The SEM has been calibrated several 

times in the last five years by comparing the SEM rate to the rate of production of 
“Na in copper foils; the calibration is found to be stable within &5%. Integrated 

proton fluxes are derived using a cross section’ per Cu nucleus of 3.9 mb for the 

production of !“Na. Note that the published CFS cross sections were based on a 10% 

lower value measured at Brookhaven”, since measurements at Fermilab energies were 

not then available. We use this older value when comparing our results to those of 
CFS. 

The data presented here satisfied a “low-bias” trigger which was prescaled by a 
factor of 8 or 16. The trigger required at least 60 GeV of energy deposition in 
the hadron calorimeter and coincident hits in three out of four hodoscope planes 
both on the left and right sides of the vertical centerline of the spectrometer. For 
43,922 prescaled low-bias events written to tape, corresponding to 1.2 x 101’ incident 
protons, 3404 were found to contain two oppositely-charged hadron tracks after track 
reconstruction. These tracks were traced back through the magnetic field of SM12, 
and fiducial cuts were imposed to eliminate tracks passing too close to shielding 
material. The 2516 remaining pair events were cut on the vertical and horizontal 
positions at the target, to eliminate events due to upstream vacuum window8 or the 
downstream beam dump. For each of the 437 remaining events, the intersection point 
of the track pair was computed in the y-z (magnetic bend) view and the z-z (non- 
bend) view. Figure 2 shows the distribution of these points along the z axis (incident 
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beam direction) in the two views. The target is seen clearly in both views. Figure 3 
shows the mass and pair-pr distributions of these events, and Figure 4 shows the 
pa+ distribution in two bins of mass: 5-6 GeV and 6-7 GeV. 

Our efficiencies for recording and reconstructing these events are all high. Elec- 

tronic dead time caused a 13.7% loss of beam. The trigger allowed any one of four 
hodoscope elements to be missing on each of the right and left sides, and the ho- 

doscope counter efficiencies were all over 95%, so we make no correction for trigger 

counter efficiency. The calorimeter energy threshhold was well below the geometric 

turnon of the magnetic spectrometer acceptance (the lowest observed total momen- 

tum of a target-originated hadron pair was 90 GeV), so we make no correction for 

calorimeter trigger efficiency. The track reconstruction allowed up to seven of the 

16 chamber planes to be missing (not more than three at any one of the three mea- 
surement stations), and the chamber efficiencies were all over 90%. The most likely 

number of planes per track was observed to be 17, and the measured reconstruction 

efficiency was 0.997 per track. We make no correction for tracking efficiency. At 

an early stage of analysis, events containing more than two tracks were eliminated 

from the data sample, amounting to 6% of events having two or more tracks. Since 
many of these events were probably not of target origin, we correct our cross sections 

upwards by 3% and assign a f3% error contribution on the overall normalization to 

this source. 

We compute the spectrometer acceptance by Monte Carlo simulation, using a di- 
hadron production model which has been iterated to agree with the observed distri- 
butions. To convert these distributions into cro8s sections nevertheless requires some 

knowledge of the production distributions in regions not covered by our spectrom- 
eter. Figure 5 shows the spectrometer acceptance ~8. mas8, pair-pr, center-of-mass 
rapidity, and dihadron-rest-frame (Collins-Soper) polar angle (8.). Like the CFS 
spectrometer, the E605/772 spectrometer covers only narrow regions in rapidity and 
polar angle, and its acceptance falls rapidly with increasing pair-p,. We therefore 
follow the CFS convention and report cross sections differential in rapidity averaged 
over our rapidity interval. In comparing with CFS cross sections, we make the con- 
ventional assumption, appropriate to the production and decay into dihadrons of a 
hypothetical resonance, of isotropic distribution in cos 0’. As an alternative we also 
present the cross section differential in cos 6”. Since the acceptance vs. mass depends 
on the assumed pr production distribution (larger for a narrow pt distribution and 
smaller for a broad one), we consider first the invariant differential dihadron cross 
section vs. pair-pi, which does not suffer from this model dependence. Figure 6a 
shows this cro8s section in two bins of mas8. 

To compare with 400-GeV CFS cross sections per beryllium nucleus, we scale ac- 
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cording to the linear nucleon-number (A) dependence which CFS observed.‘,’ We 

correct for our higher beam energy according to the CFS fit to the beam-energy 

dependence’ d o[ (1 - m/~)13c’*o~4. Fi gure 7 compares the resulting cross sections 

with those of Reference 1, Figure 3. The agreement is quite good, verifying the pr 

dependence observed by CFS as well as the s and A dependences. 
We use a parametrization8 of the observed CFS pt dependence to compute the 

acceptance vs. mass (solid curve in Figure 5). Figure 6b gives the resulting cross 
section #u/drndy, averaged over our rapidity interval -0.26 < y < 0.46. In Figure 8, 

we compare this cross section, scaled as above for the s and A dependence, with that of 

Reference 1, Figure 2. The scaled gOO-GeV data are in substantial disagreement with 

the CFS 400-GeV cross section (lower by a factor ranging from 10 at low mass to 3 at 

high mass). To develop some insight into this, we have also tried in the Monte Carlo 
a parametrization similar to that used by CFS”’ (which however is inconsistent with 

the CFS data), based on measurements at AGS energy*‘. The resulting acceptance, 

indicated by the dashed curve in Figure 5, is a factor of 2 to 3 lower at low mass but 
30% higher at high mass than the acceptance computed above, with the two crossing 
over at m x 6.5 GeV. Since the CFS acceptance varied even more rapidly with pt 
than does ours’, we conclude that their sensitivity to the assumed pt model was even 
greater, and this may explain the disagreement between our data and CFS. 

We can compute a cross section which is less model dependent by restricting the 
ptir-pt and 9’ ranges. Figure 9 presents such a cross section, d3u/dmdyd(cosO’), 
integrated over the range 0 < pt < 1 GeV and averaged over -0.2 < cosB* < 0.2. 
Also shown in the figure is the prediction of the QCD model of J. F. Owenala, which 
was tuned to agree with the CCOR data, and which is seen to agree with our data 
aa well. 

We also compare our results directly to those of the CCOR group.s They measured 
the production of pairs of ?y”‘s in proton-proton collisions at Js = 44.8 and 62.4 
GeV at the ISR. They report a cross section differential in mass and rapidity and 
integrated over the range pt < 1 GeV, -0.4 < cos 8’ < 0.4. Their observed cos 0’ 
dependence is parametrized as diV/d(cos P) cc (1 - cos 6’*)-, + (1 + co8 c?)-~, with 
a = 2.97 f 0.05, independent of mass and 6. We use this fit to extrapolate our cross 
section over their cos 6’ range. The result is shown in Figure 10, plotted in the CCOR 

scaling form n6.‘dla/dmdy, along with the CCOR data. Our data lie higher than 

CCOR’s by about a factor of two, as would be expected from simple quark-counting 
arguments. We have also compared our data with preliminary results from Fermilab 

E711’s covering the range 6 GeV< m <15 GeV, and we find excellent agreement in 

the region of overlap. 

The new data confirm that the dihadron cross section near y = 0 and pt = 0 shows 
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a simple scaling behavior with energy. The results differential (Figure 7) or restricted 

(Figure 9) in pair-pi should have the smallest systematic normalization uncertainty, 

which we estimate to be &20%. Cross sections integrated over all p, have greater 

uncertainty, due to the poorly known pair-pt dependence at large pt. This may help 

to explain the large discrepancy seen in Figure 8. We thank J. Owens, D. Levinthal, 
and J. Bjorken for useful discussions. 

This work was supported in part by the U. S. Department of Energy. 
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FIG. 1. Schematic diagram of the E605/772 spectrometer. 

FIG. 2. Reconstructed ztUsa distribution8 in magnetic bend (y-z) and non-bend (z-z) 
views. 

FIG. 3. Distribution of observed events vs. mass and pair-pt. 

FIG. 4. Event diStIibUtiOn8 vs. pair-p*: a) 5 < m < 6 GeV, b) 6 < m < 7 GeV. 

FIG. 5. Spectrometer acceptance vs. a) mass (for two assumed p1 distributions, see text), 
b) pair-p* (5 < m < 6 GeV), c) pair-pt (6 < m < 7 GeV), d) center-of-mass rapidity, e) 
cosine of Ccdhns-Soper-frame p&r angle. 

FIG. 6. Differential cross sections vs. a) pair-pt and b) mass. 

FIG. 7. Comparison of invariant cross section for hadron-pair production vs. pair-pt from 
this experiment, scaled as described in text, with that of CFS (ref. 1). 

FIG. 8. Comparison of differentisl cross section for hadron-pair production vs. mass from 
this experiment, scaled as described in text, with that of CFS (ref. 1). 

FIG. 9, Triply-differential cross section for hadron-pair production vs. mass. The curve 
is the prediction of the QCD model of .I. F. Owens (ref. 12). 

FIG. 10. Comparison of differential cross section for hadron-pair production vs. mass from 
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this experiment, scaled as described in text, with that of CCOR (ref. 5). 
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