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The Advanced Computer Program at Fermilab has developed a multiprocessor
system which is easy to use and uniquely cost effective for many high energy
physics problems. The system is based on single board computers which cost under
$1500 each to build including 2 MBytes of on board memory. Expansion to 6
MBytes is now available. These standard VME modules each run experiment
reconstruction code in Fortran at speeds approaching that of a VAX 11/780. The
first system, now with 100 processors, has been operated for six months, with
essentially no down time, by computer operators in the Fermilab Computer Center.
An interface from Fastbus to the Branch Bus has been developed for online use
which has been tested error free at 20 MBytes/sec for 48 hours. ACP hardware
modules are available commercially.

1. INTRODUCTION

Few high energy physicists will argue with the statement that there is a severe
computer cycle %axmne affecting several critical problems in the field. Progress is most
dramatically impacted by long delays in reconstructing raw experiment event data
because of the lack of adequate computing resources. Two other areas that are also
hungry for large increases in available computing are theoretical lattice gauge
calculations and accelerator simulations.

These problems are obvious motivations for Fermilab’s R&D effort in computer
technology known as the Advanced Computer Program (ACP). The ACP has addressed
them by developing a parallel multiprocessor system which has been described in detail
previously. For more than half a year this system has been operated with the highest
reliability at better than promised performance levels in the Fermilab Computer
Center. Experience with the system is the main subject of this report.

Another class of computer related problems is, perhaps, less obvious, but equally
critical. These involve the intrinsically very poor interface between a physicist and a
computer. The most dramatic manifestation of this is the extraordinary amount of
talent and time that is presently sunk into experiment analysis programming.

2. THE ACP MULTIPROCESSOR CONCEPT

In contrast to the requirements felt by computer science and commercial parallel
processing R&D projects, the ACP has been fortunate in being driven by problems
with clearly identified parallel structures. This has permitted the strategy of starting
with the simplest paraﬁelism in which each processor works independently, with no
interprocessor communication. Such “trivial” parallelism meets the requirements of the
event Teconstruction problem, where the data from each interaction event can be
processed entirely independently of others.

This is the problem most acute in high energy physics. It is the Eroblem for which
the first large scale ACP multiprocessor has been configured and which is running in
production at Fermilab. As time goes on, more generality is being added to this basic
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system, one step at a time, to allow high bandwidth interprocessor communication for
lattice gauge calculations and cost effective direct I/O from the CPUs for data
analysis.

It does not take a deep understanding of lattice gauge theory to recognize quickly the
appropriateness of a grid architecture for that problem. Similarly, a “systolic’ ring of
processors could match the obvious structure of accelerator orbit simulations. An
extensive study at Cal Tech? has shown that hypercubes, in which each processor is
connected to its neighbors in n dimensional space, are acceptably efficient
architectures for essentially all “scientific” problems.

In fact, there may be more appropriate bussed structures than those cited above as
immediately obvious for lattice gauge and accelerator calculations. However, what is
important, is that some arrangement of processors, each with its own ‘local’”’ memor
and capable of very cost effective computing in a high level language gFortran), will
be the computer og choice for these three, and many other, scientific problems.

Such computers are referred to in the jargon of computer science as fenera.l purpose,
MIMD (multiple instruction, multiple data stream), explicitly parallel, local memor
machines. The ACP is addressing the common requirements of such machines wit
design goals that emphasize cost effectiveness, user friendliness, and configuration
flexibility. The processor needs are met by maximally cost effective single board
computer ‘“‘nodes”. Given the requirement of Fortran as the lingua franca of scientific
computing, the most cost effective computing engines are the new generation of 32 bit
microprocessors. These, supported by ample memory, form the basis of ACP nodes. In
the future they will be augmented with single board array processors.

To complete the common requirements for a usable multiprocessor of this type, the
ACP has developed a high speed interfacing bus system to connect a commercial host
computer to the array o? nodes. This hardware is accompanied by a complete package
of appropriate system software. The software handles compiling, downloading, and
debugging of node programs, host-node data communication, and (soon) node-node
communication [see accompanying paper, J.R. Biel, et. al.].

3. ACP CPU NODES

Two CPU designs have been produced, one based on Motorola’s 68020 microprocessor,
the other on AT&T’s 32100. Each design includes the corresponding floating point
coprocessor and 2 MBytes of on board memory. Both run at 16.6 MHz with one wait
cycle memory reads and writes. The modules are in standard double high VME
gackages with full VME single word slave and master protocols. In addition, VME
lock transfers in slave mode at upwards of 20 MBytes};ec are supported for on-line
trigger applications. A memory extension of 4 (or 6, if required) ytes on a second
board in a neighboring slot, or in a crate directly below, is available. The modules
also have a daughter board coprocessor interface with several possible future
applications.

The 68020 based CPU is supported by a full ANSI Fortran 77 compiler from Absoft
Corporation. A Philon compiler is gresently used for the 32100 CPU. Performance for
these processors is very program dependent. For track reconstruction code, it ranges
between 60% and 80% of a VAX 11/780 with floating point accelerator and VMS 4.x
Fortran. In real production experience, the Tagged Photon Spectrometer experiment
E691 finds that the 68020 based processors process data at a rate, which corresponds
to about 70% of a VAX per node includin multifrocessor operation overheads. Other
kinds of programs perform better: the F level 3 trigger software, which is under
development, consists primarily of data unpacking at this stage. It runs at 97% of a
VAX when a certain small CERNLIB routine available in assembly language on the
VAX is also coded in assembly language on the 68020.

The cost of a single CPU varies with the market pricing of processors and memory.
Including assembly and testing labor, the first 70 ACP 68020 CPUs were built for



-203-

about $2000 each at a time when the new processor chips had to be obtained at a
premium. Present cost is about $1500.

4. A RECONSTRUCTION MULTIPROCESSOR

For event oriented problems such as reconstructing experiment data a tree structure is
ideal (Figure 1). MicroVAXes are typically used as host computers handling all tape
. They communicate with the processors as masters on a high speed ‘‘Branch
us’ developed by the ACP. Up to 16 VME crates are attached to this bus through
a “Branchbus to </ME Interface” (JBVB module, which in turn is a master on VME,
where hthe CPU nodes reside. A “VME Resource Module’” (VRM) handles arbitration
in each crate.

Since the branch bus has been designed to handle very high speed on line
requirements, off line limitations are determined by how many events can be handled
by the host computers which manage which node gets which event, and, of course, the
QBus tape I/O limits of about 0.5 MBytes/sec. A one MicroVAX system supports 25
events/second. For larger systems as shown in Figure 1, a 2 MicroVAX host will
handle up to 100 events/second. Small physics data ‘logicaf” events may be combined
into larger “physical’’ events, if required. The ACP software is designed in terms of
VAX process modules and runs without change on a 1, 2, or 3 MicroVAX host. In
fact, at substantially reduced performance, it will also run on any VAX through a
commercial DMA inferface in_association with an ACP Branch Bus Controller (B%C)
The processes in a multiple MicroVAX host communicate with each other through ‘a
shared memory in a VME crate to which each MicroVAX is connected via an ACP
Qbus to VME Interface (QVI) two part module.

A branch bus crossbar switch is being built which will connect up to 8 ‘“roots” to up
to 8 “branches”. The primary application of this is in on line triggers where several
roots connected to an experiment data acquisition system can carry enormous data
rates -- up to 160 MBytes/second. By connecting 2 branch busses, in and out, to each
crate, and carrying the out branch around to the input end of the switch, a powerful
inter node connection system is possible for such problems as lattice gauge theor
£Figure 2). This will use the multi-master capabilities of a new VME based branc
us controller (VBBC) presently under design. This module resides in VME and allows
any master to master the branch bus. It can be used with VME tape controllers
for direct I/O without the speed restrictions imposed by the MicroVAX and its QBus
and has important other applications in on line triggers.

5. PRESENT STATUS AT FERMILAB -

At Fermilab, a large VAX cluster is the development host, where users prepare and
submit programs [see accomfanying article]. In addition to a 140 processor production
system, there is also a small development system with a few CPU nodes of each type
for compiling and debugging node application software. This system is supported by its
own MicroVAX.

All 140 CPUs of the first groduction run are built and running. 70 are based on the
68020 and 70 on the AT&T 32100. In addition, at the end of 1986, 50 more 68020
based ACP CPUs built by Omnibyte Corporation were in use at Fermilab, and 58
were delivered elsewhere. Because of a heavy demand for these powerful new
processors for testing, software development, and exploratory activities, only about 100
CPUs have been allocated to the proguction system.

The system in the Fermilab Computer Center is shown in Figure 3. With the
exception of the CPUs in use for other purposes, all components of the system are in
glace. Operation was turned over to Computer Center personnel in early July. The
ystem has been running since then, initially with 53 CPUs, now with over 100, with
essentially no down time, reconstructing data from the Tagged Photon Charm
Production experiment E691. In the first month of running (on aiout half the present
capacity), the experiment completed as many tapes as in the previous 7 months during
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which it used an average of 30% of the Computer Center’s capacity. The total
capacity of the ACP system exceeds the rest of the computer center by about 50%.
Since July more tape mounts have been done on it than in the rest of the Center.

Several other experiments (and lattice gauge theorists) with large and urgent
computing needs are preparing to run on the ACP system. An additional 30 CPUs
have been ordered; an order for another 80 is in procurement. A second full scale
system with over 135 CPUs will be installed in the spring. Outside Fermilab, a
number of universities and laboratories in the U.S., Canada and overseas have installed
the systems for on or offline applications. Omnibyte Corporation of West Chicago, IL,
which is commercializing the system, has orders for over 135 CPUs, mostly from
outside Fermilab.

An interface to the Fastbus standard has been developed in collaboration with the
CDF group at Fermilab. This interface has been tested writing data without error for
48 hours at 20 MBytes/second through the branch bus and into an ACP_node
memory. In addition to the CDF trigger application, this Fastbus interface will be
used for a high level trigger in the Yale-Los Alamos MEGA experiment at LAMPF.

6. FUTURE PLANS

The successful multiprocessor gives the ACP the opportunity to exploit this system’s
flexibility and apply it to important new problems. New technology will also permit
improved performance for experiment reconstruction.

Over the next year a new CPU module will be designed. Its specifications will be
determined after a study of what commercial new VLSI products will allow the best
improvement to the existing designs. The new board may be based on higher speed
versions of the microprocessors presently being used or on different families if Fortran
benchmark tests warrent it. At present eight candidates are being tested. One (the
Fairchild clipper) has already passed a Fortran benchmark reconstruction code at ~5
times the speed of the present CPUs. It is likely that the on board memory will be
based on 1 Mbit DR instead of the present 256 K, and this would result in a
corresponding increase in available memory. The integration of memory and bus control
circuitry will free up space and allow additional features, possibly including two
processors on one module. The goal will be to dramatically increase the cost
effectiveness over the present approximately $2000/equivalent VAX.

In collaboration with the Fermilab Theory Department, the ACP will develop and
exploit the more sophisticated interconnection mechanism based on the switcﬁ and
VBBC described earlier and shown in Figure 2. Lattice gauge experience will first be
gained at the single crate level where software protocols for communicating between
node Fortran programs are being tested. This protocol will remain the same as the
interconnection mechanism becomes more sophisticated and the size of the
multiprocessor being used for lattice calculations grows [see accompanying article on
software]. :

Much of this calculation involves a well defined kernel of floating point operations.
Large performance increases are possible by carrying out these kernels in 32 bit
floating point arithmetic chips of over 10 million floating point operations per second.
A two phased effort is underway to exploit such power %or theoretical physics. A few
10-20) prototype processor boards will be designed and built in the next six months.
hey will compute Fortran callable microcoded program kernels. Later in the year,
based on the prototype experience, we expect to &sﬁn a more sophisticated processor
with such chips to be a part of a proposed large scale theory processor. -

So far, the emphasis has been on computing intensive problems like event
reconstruction. If anything, the delays incurred in passing huge numbers of
reconstructed data summary tapes (DSTs) through a computer center for fhysics
analysis has been an even more severe impediment to progress. A typical large
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experiment with 100 or more DSTs must wait over a week to see a new set of
histograms incorporating new analysis cuts or variables if the full data sample is
used. The opportunity exists to dramatically improve this situation by attaching
devices based on video technology like WORM (V\?rite Once, Read Manytimes) laser
disks to individual or small groups of multiprocessor CPUs.

The cost of a WORM disk, with a capacity of the same magnitude as 2-3 high
density tapes, is falling below $2000. The match appears good: the disk can be read
through in less than a half hour which is about how long it takes a VAX class ACP
CPU to process a typical experiment’s analysis rosram for one tape. One DST disk
would be attached to groups of 1.4 CPUs in a hundred or so node sf'stems, allowing
a complete experiment reconstructed data base to be processed in well under an hour
instead of over a week. A low cost mechanical juke box like contraption would
support multiple sets of experiment disks. A demonstration prototype few node under
system is being assembled to test these ideas and prepare plans for future large
systems.

The dramatic improvement in analysis turn around time that will result from such
hardware would strongly motivate work on another problem, already alluded to in the
introduction. It would no longer be tolerable for pgysicists to spend hours struggling
with histogram packages, unpacking routines, and Fortran, each time they needed to
change a few histograms or add variables. We hope that, in time, cheap work
station/})ersonal computers will carry physicists’ analysis tools that can be controlled
with a few clicks of a mouse. Physicists deserve the same level of “friendliness’’ that
businessmen now find routine witﬁ

their spreadsheets and data base programs on the
better personal computers.
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Figure 1: gleock diagram of ACP Multiprocessor in the Fermilab Computing
nter.

uVvVAX uVvVAX
€I; QBus t > < I QBus >
DRV11-WA| | QVI-1 . QVi-1
aesc | |avi-2 wemoy | |Ovi-2 |
ower
< TZN'Y t VME Bus t t >
Power Root Crate
only
BBT
BVi CPU = = = &= = CPU
3 P veEBus :
<4 ] >
- t Node Crate #1
@
p VRM .
O
[ =4
g .
o]
BVI CPU = = 3 = @ CPU
< 1 } VME Bus t
I lPower Node Crate #8 (Last crate)
only
VRM JI BBT
. |




-207-

i 2: Block diagram of ACP Multiprocessor in future configuration
Figure ap ropriate8 for both experiment event reconstruction and theoretical
culations like those in lattice gauge theory.
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Figure 3: A drawing of the first ACP Multi- processor installation in the
Fermilab Computer Department.
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ACP Multiprocessor System Documentation

The latest version of this document will be maintained

sxexkerrkr! in the ACP document area on FNACP (FNACP::ACPDOCS ROOT:

[DOCS]DOCLIST.DOC) as well as on the ACP Bulletin Board
on the VAX Cluster. Be sure to check to see if any
manuals or specifications you are using are the latest

revisions. For information on how to use the Bulletin
Board, read the file FNAL::LIB: [LIB.INFO.ACP]AAAREADME.TXT.

*k If you would like to be added to the ACP’s electronic mailing
list for distribution of a newsletter which appears irregularly,
please send a note with your Bitnet or DECnet address to
NashOFNAL (or FNAL::Nash).

*k Items with significant revisions in the last 30 days are marked

with astericks.
GENERAL

** The following is a list of ACP publications:

1.

FERMILAB’S ADVANCED COMPUTER RESEARCH AND DEVELOPMENT PROGRAM,
T. Nash, et al., proceedings, Three Day In-Depth Review on the
Impact of Specialized Processors in Elementary Partical Physics,
Padova, Italy, p. 227, 1983.

SOFTWARE FOR EVENT ORIENTED PROCESSING ON MULTIPROCESSOR SYSTEMS,
M. Fischler, et al., proceedings, Symposium of Recent Developments
in Computing, Processor and Software Research for High-Energy
Physics, Guanajuato, Mexico, August 1984, available in Fermilab
Publication Office #Fermilab-Conf-84/64.

THE FERMILAB ADVANCED COMPUTER PROGRAM MULTIPROCESSOR PROJECT,
I. Gaines, et al., proceedings, Symposium of Recent Developments
in Computing, Processor and Software Research for High-Energy

Physics, Guanajuato, Mexico, 1984, available from Fermilab
Publications Office #Fermilab-Conf-84/63.

THE FERMILAB ACP MULTI-PROCESSOR PROJECT, D. Husby, et al.,
proceedings, IEEE Nuclear Science Symposium, Oriand, Florida,
p. 195, 1984,

ACP SOFTWARE USER’S GUIDE FOR EVENT ORIENTED PROCESSING, Advanced
Computer Program, Rev. Aug. 28, 1984, Fermilab FN-403, available
in Fermilab Publication Office.

USE OF FERMILAB ADVANCED COMPUTER PROGRAM MULTI-MICROPROCESSOR AS
AN ON-LINE TRIGGER PROCESSOR, I. Gaines, et al., proceedings, IEEE
Nuclear Science Conference on Real-Time Computer Applications in
Nuclear and Particle Physics, Chicago, Illinois, p. 1397, 1985.



10.

11.

12.

13.
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ACP MODULAR PROCESSING SYSTEM: DESIGN SPECIFICATIONS, H. Areti,
et al., Rev. April 2, 1984. available in Fermilab Publication
Office #FN-403.

THE FERMILAB ADVANCED COMPUTER PROGRAM MULTI-MICROPROCESSOR
PROJECT, T. Nash, et al., conference proceedings, Computing in
High Energy Physics, Amsterdam, June 1985 (North Holland),
available from ACP.

THE ACP MULTIPROCESSOR SYSTEMM AT FERMILAB, T. Nash, et al.,
presented at the XXIII International Conference on High Energy
Physics, Berkeley, California, July 1986, available from the
Fermilab Publication 0ffice §Fermilab-Conf-86-132,

USE OF NEW COMPUTER TECHNOLOGIES IN ELEMENTARY PARTICLE PHYSICS

I. Gaines and T. Nash, Submitted to the Annual Review of Nuclear
and Particle Science, 1987, available from Fermilab Publication

Office #Fermi lab-Pub-87/38.

THE ACP MULTIPROCESSOR SYSTEM AT FERMILAB, I. Gaines, et al.,
presented at the Computing in High Energy Physics Conference,
Asilomar State Beach, California, 1987, available from Fermilab
Publication Office §Fermilab-Conf-87/21.

SOFTWARE FOR THE ACP MULTIPROCESSOR SYSTEM, J. Biel, et al.,
presented at the Computing in High Energy Physics Conference,
Asilomar State Beach, California, 1987, available from Fermilab
Publication Office, #Fermilab-Conf-87/22, also available on
FNACP: : ACPDOCS_ROOT: [DOCS]SOFTWARE_CONF.TXT.

ASILOMAR CONFERENCE ON MANAGING COMPLEXITY IN HIGH ENERGY PHYSICS:
A SUMMARY AND RENAMING OF THE CONFERENCE, T. Nash, Invited summary
talk at the Computing in High Energy Physics Conference, Asilomar

State Beach, California, 1987, available from Fermilab Publication
Office, §Fermilab-Conf-87/48.
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SOFTWARE:

The following documents are available pertaining to the ACP Software:

1. ACP SOFTWARE USER’S GUIDE FOR EVENT ORIENTED PROCESSING
Revision 1.0 : 9/3/86
Available over DECNET:
FNACP: : ACPDOCS_ROOT: [DOCS.SOFTWARE] SOFT. DOC
**%no page feeds in document. will fix asap*#**

2. ACP USER’S GUIDE FOR LUNI
Revision 1.0 : 9/3/86
Available over DECnet:
FNACP: : ACPDOCS_ROOT: [DOCS.SOFTWARE]LUNI .DOC
#x*no page feeds in document. will fix asap#*x

Revision 2.0 : 4/17/87
Available over DECnet:

* FNACP: : ACPDOCS ROOT: [DOCS.SOFTWARE]LUNIGUIDE.TXT
**¥no page feeds in document. will fix asapx*
*ok or  FNACP::ACPDOCS_ROOT: [DOCS.SOFTWAREJACP_LUNI.LASER

*** suitable for printing on Talaris laser printer

3. ACP USER’S GUIDE FOR UTILITIES
Revision 1.0 : 9/3/86
Available over DECnet:
FNACP: :ACPDOCS_ROOT: [DOCS.SOFTWARE]JUTIL.DOC
***no page feeds in document. will fix asap*#x

Revision 2.0 : 4/17/87
Available over DECnet:

*% FNACP: :ACPDOCS_ROOT: [DOCS .SOFTWARE]JUTILITIESGUIDE. TXT
x*x*no page feeds in document. will fix asap*x«
*ok or  FNACP::ACPDOCS_ROOT: [DOCS.SOFTWARE]JACP_UTILITIES.LASER

**x* suitable for printing on Talaris laser printer

4. RELEASE NOTE FOR ACPSYS V1.8 - 8/25/86
Available over DECnet:
FNACP: : ACPDOCS_ROOT: [DOCS . SOFTWARE] RELEASE .NOTESS

5. RELEASE NOTE FOR ACPSYS V1.9 - 11/6/86
Available over DECnet:
FNACP: : ACPDOCS_ROOT: [DOCS.SOFTWARE] RELEASE .NOTES9

6. RELEASE NOTE FOR ACPSYS V1.8 - 2/18/87
Available over DECnet:
*k FNACP: : ACPDOCS_ROOT: [DOCS.SOFTWARE]RELEASE .NOTES10

7. ACPSYS - SOFTWARE INSTALLATION AND SYSTEM MANAGERS GUIDE
Chip Kaliher 4/12/87
IN-176.6 (Computer Dept. Document Number)
Available via DECNET:
*% FNACP: :ACPDOCS_ROOT: [DOCS.SOFTWARE] ACPSYS_MGR.DOC
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HARDWARE :

The following documents are available pertaining to the ACP Hardware.
* Some documents are available in Macintosh format in Vax files which may be
accessed and downloaded as described in the document "How to Up and Download

%
* Macintosh Documents on a Vax" available in
* FNACP: : ACPDOCS_ROOT : [DOCS . HARDWARE]MACTRANSFER . DOC

* % 1. GETTING STARTED WITH A MINIMUM ACP SYSTEM
Revised -~ March 11, 1987

2. BRANCH BUS SPECIFICATION
1. Specification - Revised 3/6/86

3. BRANCH BUS INTERFACE DAUGHTER BOARD (BBIDB)

1. Users Manual - Revised 3/6/86

2. Schematic Diagram and Parts List - ED 205-090 REV F
3. PC Board Artwork Master - AM 205-093 REV C

4. PC Board Photography - PM 205-094 REV C

5. BBIDB Assembly Drawing - MC 205-092 REV A

6. Form Factor Mechanical Drawing - MD 205-099 REV A

7. BBIDB Mechanical Drawing - PC 205-091 REV B

B
1

RANCH BUS DISPLAY BOX
Schematic Diagram - ED 205-007 REV G
*% 5. BRANCH BUS to VMEBUS INTERFACE (BVI)
1. Users Manual - Revised 3/11/87
2. Schematic Diagram - ED 205-120 REV H
3. Front Panel Machine Drawing - MC 205-056 REV B
4. Front Panel Silkscreen - AM 205-048 REV A
5. PC Board Artwork Master - AM 205-123 REV C
6. PC Board Photography - PM 205-124 REV C
7. BVI Assembly Drawing - MC 205-125 REV B
B
1.

US SWITCH
Preliminary Bus Switch Specification - 3/15/86
Comments should be sent to R. Atac.

7. MC68020 CPU BOARD
1. Users Manual - 7/30/86
2. Schematic Diagram:
1. Main Schematic - EE 205-030 REV R
2. Memory Section - EE 205-031 REV G
3. Pullup Resistors - EE 205-032 REV A
Parts List - EC 205-033 REV A
PC Board Photography - PM 205-036 REV C
Assembly Drawing MC 205-034 REV A
Front Panel Machine Drawing - MC 205-035 REV A
Front Panel Silkscreen - AM 205-048 REV A
Daughter Board and External Memory Pinouts - EC 205-012 REV B

O~NOThAW
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BUS BRANCH BUS CONTROLLER (QBBC)

Users Manual - Revised 3/6/86

Schematic Diagram - ED 205-080 REV H

PC Board Artwork Master - AM 205-083 REV C

PC Board Photography - PM 205-084 REV C

QBBC Assembly Drawing - MC 205-085 REV A

Front Panel Machine Drawing - MC 205-056 REV B
Front Panel Silkscreen - AM 205-048 REV A

@BBC to DRV11 Interface Cable Adapter

1. Schematic Diagram - ED 205-081 REV A

2. PC Board Artwork - AM 205-082 REV A

3. PC Board Photography - PM 205-024

4. @BBC to DR-11W/DRV-11W Cable Assembly - ED 205-081 REV A

-BUS to VMEBUS INTERFACE (QVI)

Users Manual - Revised 3/11/87

Schematic Diagram, Parts List, and Cable (QVI-1) ED 205-060 REV B
Schematic Diagram (QVI-2) - ED 205-061 REV H

PC Board Artwork Master (Both Boards) - AM 205-063 REV C

PC Board Photography (Both Boards) - PM 205-064 REV C

QVI-1 Assembly Drawing - MC 205-069 REV A

QVI-2 Assembly Drawing - MC 205-068 REV A

Front Panel Machine Drawing (QVI-2) - MC 205-067 REV A

Front Panel Silkscreen (QVI-2) - AM 205-048 REV A

MEBUS BRANCH BUS CONTROLLER (VBBC)

Preliminary Information 3/11/87

Schematic Diagram - ED 205-130

VBBC Assembly Drawing - MC 205-131

VBBC PC Board Artwork Master - AM 205-132
VBBC PC Board Photography - PM 205-133

VMEBUS BRANCH BUS TERMINATOR (VBBT)

T WN =

Users Manual with Parts List and Schematic - 3/6/86
PC Board Artwork Master - AM 205-006 REV B

PC Board Photography - PM 205-005 REV B

VBBT Assembly Drawing - MC 205-004 REV B

Front Panel Machine Drawing - MB 205-003 REV B

VMEBUS CRATE HARDWARE

1.

O~NOOUTHWN

Manual - WE Crate Hardware - Revised 6/5/86
Available in Macintosh Format in:
FNACP: : ACPDOCS_ROOT: [DOCS .HARDWARE] VMECRATE. »
(3 files required).
VMEbus Cooling Assembly - MD 205-042 REV A
VMEbus Cooling Intake Duct - MC 205-040 REV B
WMEbus Cooling Pressure Box - MC 205-041 REV B
Power Supply Assembly - MD 205-045 REV B
Power Supply Panel Machining - MD 205-043 REV B
Power Supply Bus Machining - MC 205-044 REV A
Power Supply/VMEbus Harness - MD 205-046 REV B
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13.

14.

15.

16.
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VMEBUS 4 MEGABYTE EXPANSION MEMORY (4MEM)
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Users Manual - Available in October?

Schematic Diagram - ED 205-011 REV E

PC Board Artwork Master - AM 205-016 REV A

PC Board Photography - PM 205-014 REV A

4 MEM Assembly Drawing - MC 205-015 REV A

Interconnect Cable Assembly and Parts List - EC 205-013 REV A

EBUS RESOURCE MODULE (VRM)

Users Manual - 3/11/87

Schematic Diagram - EE 205-100 REV E

PC Board Artwork Master - AM 205-103 REV C

PC Board Photography - PM 205-104 REV C

VRM Assembly Drawing - MC 205-106 REV A

Front Panel Machine Drawing - MC 205-105 REV A
Front Panel Silkscreen - AM 205-048 REV A

E32100 CPU BOARD

Users Manual - Latest Revision 10/23/86

Schematic Diagram - EE 205-070 (Sheets 1, 2, and 3) REV H
Daughter Board and External Memory Pinouts - EC 205-012 REV B
PC Board Photography - PM 205-074 REV C

WE32100 Assembly Drawing - MC 205-075 REV B

Front Panel Machine Drawing - MC 205-035 REV A

Front Panel Silkscreen - AM 205-048 REV A

HARDWARE DIAGNOSTIC SOFTWARE

1.

Using the Branch Bus Diagnostic Software Written for the QBBC
Revised 8/28/86



