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Abrtract 

The ACP Multi-Array Processor System (ACPMAPS) ia a higlily 
cost effective, local memory parallel computer designed for floating 
point intensive grid bawd problems. The p roceseing nodes of the sys- 
tern are single board array proceeeors based art the FORTRAN and 
c programma ble Weitek XL chip set. The nodes are connected by 
a network of very high bandwidth 16 port crossbar awitchee. The 
architecture is designed to achieve the highest possible coat effective- 
nese while maintaining a high level of programmability. The primary 
application of the machine et Fermilab will be lattice gauge theory. 
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1 Introduction 

The ACP Multi-Array Processor System (ACPMAPS) is a high perfor- 
mance, cost effective parallel computer designed for floating point intensive 
grid baaed problems, primarily lattice gauge theory. To obtain some es- 
timates of the computing needs of lattice quantum chromodynamics one 
can consider the calculation of the decontimg temperature in SU(3) gauge 
theory without quarks [l], which is one of the most solid four dimensional 
calculations done so far. This calculation required a lattice spacing of less 
than 0.1 fermi and a volume of close to (2 fermi)3, resulting in lattices 
with spatial sizes of up to 1Q3. It ia virtually certain that calculations 
with quarks will require even larger lattices than this for comparable ac- 
curacy. Lattices with space-time sizes 32* to 6-i’, requiring 1 - 20 GBytea 
of data memory, are a reasonable guess. Calculations of hadron masses 
in the approximation of ignoring dynamical quarks have not yet achieved 
a reasonable understanding of calculational errom, even on Cray-sized su- 
percomputers. Although algorithms for the inclusion of dynamical quark 
effects have made tremendous progress in the last few years, at present they 
still seem to require at least two orders of magnitude more computer time 
then comparable calculations without quarks. It is thus clear that large 
increases in combined CPU power and algorithmic power are still required 
for even simple QCD calculations. 

The aim for the Fermilab lattice machine is the delivery of these large 
amounts of memory and CPU power at a reasonable cost, without com- 
promising the programmability required for rapid algorithm development 
which is just aa important M raw computing power in achieving the goals 
of lattice gauge theory. For other large-scale computer projects aimed at 

lattice gauge theory, see [2]. 

2 Architecture Overview 

A block diagram of the system is shown in Figure 1. A detailed technical 
description will appear in [3]. The backbone of the system ia a network of 
switch crates (with two shown in detail in the figure) which handle com- 
munication between the nodes. These are 16 port crossbar switches which 
transfer data at rates of 20 MBytes/set per channel times 8 pmsible chan- 
nels per crate. To each switch crate is attached a group of individual nodes. 
The nodes are single board array procesaora using the Weitek XL chip set 
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Figure 1: Block diagram of ACPMAPS. 
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which contains a 32 bit, 20 MFlop (peak) tloating point unit, an integer 
processor, 32 floating point and 32 integer registers, and an instruction se- 
quencer. The chip set aa a whole is programmable in FORTRAN and C, 
at a some sacrifice in performance. Thus, these modules incorporate the 
functions of a high level language programmable single board computer 
and a high performance floating point array processor. No external CPU 
ia required aa a controller for these stand alone floating point engines. 

The system ia controlled by a host microVAX. The host starts a control 
program running on a control node, which is identical to all the other nodes 
of the system except in software. This node controls the lattice-wide parts 
of the, program and starts subprocesses on the individual nodes. 

The nodes operate completely asynchronously. The use of MlMD (mul- 
tiple instruction, multiple data) rather than SIMD (single instruction, mul- 
tiple data) architecture is one of the most important features of the system. 
There are many advantagea to thii type of architecture. It ia very flexible: 
it can handle problems which are awkward or impossible in SlMD such as 
heat bath and incomplete LU deeompoaition algorithms and random lattice 
problems. The allowed sizes end shapes of the lattice rue independent of 
the details of the hardware. The node structure of the machine can be made 
invisible in much or all of the high-level user code, resulting in improved 
programmability. This also results in improved fault tolerance, since the 
system can be reconfigured with one fewer nodes when one node is down, 
without requiring changes in user software or the setting aside of any spare 
nodes. Complications which have to be faced with MIMD include &he po- 
tential for synchronization conflicts, which can’t occur with SIMD. Thii 
requires care in deeigning and understanding the communications system. 
In addition, a nontrivial system software design effort is required to ensure 
that overheads associated with the communications software are kept to 
acceptable levels. 

3 Hardware 

3.1 The Nodes 

The floating point boards contain the XL chip set, the data and code mem- 
ory, and the interface logic and input and outpqt queues for communicating 
with the crossbar switches. One floating point unit ia used per node, in con- 
trast to the deeigns of most of the SIMD machines aimed at lattice gauge 
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theory. In addition to being a flexible and sensible design for a wide variety 
of problems, thii waa dictated by the desire to be able to use the Weitek 
FORTRAN and C compilers for the XL chip set. 

The 2 MBytes of program memory and 8 MBytes of data memory ia 
made from 1 Mbit page mode dynamic RAM chips, which in page mode 
can deliver data at a rate of one word per 100 nsec. This rate ia feat enough 
that little additional efficiency would be gained in most lattice algorithms 
by the replacement of some of the DRAM by faster, more expensive static 
RAM. The memory chips constitute almost a third of the total cost of the 
machine. The memory to power ratio provided (8 MBytes to 20 MFlopa) 
is larger than that provided by most other ma&mea of thii type, and is 
larger than is required by presently existing algorithms for simulating full 
QCD including internal fermion loops. It is approximately appropriate for 
calculations in the valence approximation, ignoring fermion loops. Alg+ 
rithmic improvements over the next few years will certainly change the 
required ratio. It seems likely that the possibilities which will increase the 
required ratio (preconditioning and Fourier acceleration of quark propa- 
gator calculation, Fourier acceleration of gauge simulation) are currently 
more promising than those which reduce the amount of memory required 
per CPU cycle (such as adding nonlocal operators to the action to reduce 
fmite lattice spacing errors) and that the large amount of memory could 
easily become crucial in the years to come. 

3.2 Node-Node Communications 

The nodes are plugged into a network of switch crates whose back- 
planes handle full sixteen port crossbar switching at bandwidths of 20 
MBytes/second per connection. Thii yields a total bandwidth of 2.56 
GBytee/sec for a 258 node machine. A cluster of 8 - 12 nodes ie attached 
to each switch. The switch- are connected in a hypercube, which may 

be augmented by additional communications chaunela along heavily used 
paths. Thii structure allows the nodes to communicate aa if they were 
connected in a conventional hypercube arrangement, but more than thii, it 
allows any node to communicate at full speed with any other node, allow- 
ing efficient running of algorithms requiring nonlocal communications. The 
switch crates allow any node to access any other node’s data memory with- 
out needing to know where the other node ia lotated on the network. With 
the current switch crate hardware, systems of up to 2048 nodes are possible 
before thii transparent nonlocal communication feature is lo&. The switch 
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crates are based on SN74AS8840 sixteen input crossbar switch chips from 
Texas Instruments. They will also be used in hardware being developed 
by the ACP for high performance applications of the ACP Multiprocessor 
System [4]. This system is in use for a variety of experimental particle 
physics applications, including the YLevel-3” programmable trigger for the 
Collider Detector at Fermilab. 

3.3 The Tape System 

Low cost video technology tape drive are expected to be used for check 
pointing long calculations and for archiving of gauge fields and propagators. 
These tape drives cost a few thousand dollars and CM store 2 GBytes of 
data on an 8 mm video tape cartridge coeting $5 - $10. One drive will be 
attached to every second switch crate, enabling all of memory to be stored 
in under ten minutes. 

4 Software 

Lattice gauge theories are part of a large class of grid-based problems de- 
rived from diicretization of a set of differential equations which are very 
suitable for a parallel architecture like thii one. The natural breakdown of 
the problem is to assign a certain subset of the sites in the space or space- 
time to each node, which stores the data for the field variables defined on 
the sites assigned to it in its local memory and does calculations for its 
sites. The system software has been designed to shield the user aa much 
as possible from the hardware dependent node structure of the parallel 
architecture. 

User programs are divided conceptually into two 
pieces: the control program, which ia called from the microVAX host and 
rune on the control node, and site subroutines, which run on the individual 
nodes. The control program controls the execution of lattice-wide tasks. It 
will typically be written in ordinary FORTRAN or C augmented by a set 
of system subroutines for dealing with global concepts (e. g., field mem- 
ory, lattice wide tasks) which are distributed over all the nodes and require 
special treatment. The beginning of the control program will include state- 
ments like the following: 

call define_periodic_lattlce(ndi~.eizee,latl) 
call define-field( latl. quarksize. q ) 



call define-field< latl. quarksize. ql 1 
call complete-definitions 

The routine deflneperiodic_lattice tells the system that our problem 
contains one lattice called latl of ndirna dimensions with the size of each 
dimension contained the array sixes and with standard hypercube con- 
nectivity. More general u8er defined connectivitiea will be allowed. It is 
possible to define several lattices in the same program for block spin renor- 
malization group or multigrid algorithms. The routine detie3eld tells 
the system that memory will be required for storing two fielda identified 
by q and ql, each with quarksice components for each site of latl. The 
routine complete-definitione calls routines which assign specific sites to 
specific nodes, allocate memory in the nodes for the field data and site 
structurea, and set up structures for each site pointing to the memory ar- 
eas of adjacent sites of the lattice. 

A control node subroutine which operates on a field q with an operator 
delaah and stores the result in another field ql would be written as follows. 

subroutine delashf q, ql ) 

call do-task( dslash-, latl. 

return 
end 

passt. q. I. 
pasd, qi.1. 
endt) 

The system subroutine do-task passes to all the nodes a pointer to a 
subroutine dslash- which operates on a single site and a pointer to a lit 
of sites on which to operate, which may be the entire lattice latl or some 
previously defined set of sites such aa redAlter. A system routine on the 
node, invisible to the user, calls delarh- for all the sites in the set of sites 
which have been aesigned to the node. Do-task may also be used to pass 
(pas&) to the nodes parameters required by the site subroutine (like the 
field identifiers q and ql) and to integrate (integrate%) data returned from 
the individual nodes. 

The site subroutines access and replace data from global fields with 
subroutines lie: 
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call get-field( q, site. qtemp ) 
call put-field( ql, site. qtenp ). 

which determine if the desired data ia already resident on the node and 
open a channel to the communications hardware if necessary. 

Inessential site subroutines can be written in a high level language. CPU 
intensive kernels such aa SU(3) matrix multiplication and essential routines 
lie dslash will be microcoded for maximum etliciency. 

A system software simulator implementing a full set of the proposed 
system subroutinee has been written in C. A CabibboMarinari QCD sim- 
ulation program written in FORTRAN using thii simulator software runs 
on a VAX with a 20% performance hit (which we expect to reduce to 10%) 
compared to a highly optimized program written in ordinary FORTRAN. 

5 Physics Program 

The main interest of the Fermilab lattice group is the application of lattice 
gauge theory to QCD and ‘beyond the standard model” phenomenology. 
During the initial phase of running the machine we will pursue a program 
which aa much as pomible serves the multiple purposes of machine shake- 
down, algorithm development, careful error analysis for well established 
quantities like the hadron spectrum, and production of new physics results. 

Enormous progress haa been made in the last three years on algorithms 
for inclusion of dynamical quark loops in QCD calculations. Many (possibly 
most) groups with large machines have begun attempts to calculate hadron 
massea with the new algorithms. Since there do not yet exist definitive 
spectrum results in the approximation of ignoring quark loops, this may 
seem somewhat premature. It is dictated to some extent by the availability 
of machines with low memory to CPU power, which cannot easily go to 
lattices with larger volumes and smaller lattice spacing. With our machine, 
it will make more sense to do a careful study of the statistical, finite volume, 
and finite lattice spacing errors in the valence approximation before going 
on to the inclusion of internal quark loops. 

In the valence approximation, CPU time is dominated by the efficiency 
of the quark matrix inversion algorithm (ae opposed to the product of the 
efficiencies of the quark matrix inversion and the simulation algorithms in 
dynamical fermion algorithms). The relative efficiencies of these algorithms 
is very dependant on lattice size, the quark mass, etc. Our first algorithm 
project will be the testing on large latticee of the most promising of these 
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methods (conjugate gradient, minimal residual, . . . ) and various methods 
of preconditioning (Fourier acceleration, incomplete LU decomposition). 

During the initial period of running, we will be doing careful analysis 
of errors in the valence approximation on a variety of lattice spacings and 
volumes. We intend to have ss complete as possible a set of analysis pro- 
grams for quantities which can be calculated from the basic set of quark 
propagators to run as a standard package on all data sets produced. These 
will include meson and baryon heavy quark potentials, the light hadron 
spectrum and decay constants, the kaon bag parameter, and the properties 
of D and B mesons in the l/M expansion, including masses, spin splittings, 
decay constants and bag parameters. 

6 Current Status 

An eighteen node production prototype system is currently being assem- 
bled, with a production system of 256 nodes anticipated. The 256 node 
computer will cost well under $1 million, with a peak speed of over 5 GFlops 
and a memory of over 2 GBytes. Expansion to 2048 nodes is possible, pro- 
ducing a peak speed of 40 GFlops and a data memory of 16 Gbytes. It 
is intended that the machine become commercially available, allowing its 
application to many other problems. 
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