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The VAXONLINE software system. starred in late 
1884, is now in use at 12 experimentr st Fermilab, 
with at, least one VAX OT MicroVa?. Dam acquisition 
features now provide for the collection and 
combination of data from one or more sources, via B 
list-driven Events Builder program. Supported ROUTC~B 
include CAMAC, FASTBUS, Front-end PDF’-l?‘s. 
Disk. Tape, DECnet and other processors runnmg 
VAXONLINE. This paper describes the functionality 
provided by the \‘AXONLINE system, give6 
performance figures and discusses the ongoing 
program of enhancements. 

Backpraund 

Since late 1984 the Data Acquisition Software 
Group at Fermilab has been developing il ,modular, 
general purpose data acquisition and anaiws ayste? 
to run on VAX and Mi,,oVAX computers. Th!s 
VAXONLINE** system has been adopted by 12 
Fcrmilsb experiments. many of which have been 
preparing md testing their daxa acquisition systems 
for 8ome time, and all of which plan fo tske ‘real’ 
data later this year. One experiment, E735, ha+ used 
the VAXONLINE online sysrem to record and analyze 
all its data during its six month run. E735 use6 2 
PDP-11s as fron+end sub-systems, one which reads 
data from CAMAC and one which reads data from 
FASTBUS. The partial even%6 are sent to h VAX- 
11/750 where the two parts are concatenated together 
ilnd iogged to a single data tape. Severr.1 ot,her 
experiments used the sofrware during their 1885 
running period. 

Whar VAXONLINE Provides - Goals 

VAXONLINE provides a modular and fiexible 
distributed data acquisition and monitoring system. 
\‘AXONLINL conftguratione at Fermilab range from 
B single VAX or Microvar to B linked set of 4 PDP- 
11s. 2 Microvaxes and a VAX 11/780. Darz from 
CAMAC or Faatbur may be acquired either directly 
int.o a VAX or MicroVAX 01 via some other data 
acquisition sub-system. 

I’AXONLINE consists of many independent 
programs and .weral general software tools provided 
as subroutine libraries. The programs provided as 
put of \‘AXONLINL handle escb of the following 
basic functions of an online system. 

o Acquisition of darn (E\-ENT-BUILDER) 

o Management of a common pool of data (DAQ. 
BUFFER-MAliAGERj 

o Contra, and coordination of dai.a raking 
(Rl:r-CONTROL) 

o Logging of data (OUTPUT) 

o Analysis of data (CONSUMER, W&MULTI) 

o Display of histograms (DISPLAY) 

o central reporting of information (COURIER) 

Although these programs may be used unchanged 
by z.n experiment, they may b? augmented b: 
additional user-supplied programs. with the exception 
of management of the coyon 
is central to ~“‘wv”,“‘” s”;y;k; the sys‘emJ. x 
tools and documentation are provided to make 
construction of user programs both easy and 
compatible with the rest of the system. 

Subroutine &i&~& are provided to: 

Enter OT access data in the common event pool 
PAQ)’ 

Code B comqand/menu interface for a program. 
(MENCOM)2’” 

Report errors or other information to the terminal 
or M B tentral place (COURIER)’ 

Enter or rxzee~~ status information in a common 
dynamic database (Status Manager) 

Access CAMAC ox perform data acquisit$n from 
CAMAC (CAMAC-VMS.F%?nt, Hlmdier) 

Access FASTBUS o,- perform da%a acquisition from 
FASTBUS (FB1821)’ 

Communicate acrom B DRll-W &k to a VAX. 
MicroV~X OI PDP-11 (CDPACI+=’ 

communicate across an RS-232 line to a PDP-11 
running RI-11 (RS232)9 

Control a PDP-11 running the Fermilab RSX or 
RT-MULTI Data 
(RUii~CONTROL)‘” 

Acquikit,ian system 

E&tyoy and manipulate data (CERN packages 
HPLOT, IiERNLIB, ZEBRA. 

ZCEnE.~llIIZ.lw 

Read back data tapes and disk files written b) 
VAXONLINE (FSLIB.VSLIB)” 

The frnal programs which make up thr onlinr 
system of B specific experiment arr pulled togetimr 
into a coherent whale by ‘be “SC of u uniform “%.?I 
interfacr (MENCOM) and a program which reEiSCC’T5 
and provides contraliqd acFcesr T,O programs in tit? 
srsrem (Global Mcnu).‘.‘6.1’ 

Upcrawc r,y tm iilih. mc~ under conrmc~. witi) the 1..S. DOL. 



Thp first phasr of \-AXOKLIliE concenrrated on 
p,“v;djng the basic building blocky and subroutine 
libraries with which w build an online system. 

Sinre then much work has b-en donr to provide 
a general purpose data acquisition program wit,hin 
th<, \‘AXOiiLINE framework which satisfier ‘he data 
acquisition needs of the vat majority of experiments 
(the E\‘CNT-BUILDER). This accomodates 
hardware configurations from the very simplest CO our 
most complicated consisting of multipie front-end 
PDF-11’s and Fastbus syswms. each acquiring partial 
~vcnr, data to be concatenated together to form B 
singir event. 

Data Acauidion Features 

VAXONLINE makes use of an event p”“/,yheme, 
developed by and for the CDF experiment. This 
scheme provides for any number of programs to act as 
“producers” ol data to be entered into the common 
data pool. The data can be examined by any 
,,,,mber of “consumer” programs, each of which can 
select the amount and type of data to be examined 
based on an extensive set of matching and vet” 
cmteria. 

The Event Builder Program 

Event BuildertQ acquirer data from one “I man) 
different sources and then. acting ar an event, 
‘producer’. enters that data into the common event 
pool. Event Builder currently supports high speed 
acquisition of data from CAMAC (Jorwag 411), 
Fastbus (Lecroy 1821), Disk, Magnetic Tape, DECnet 
link. date cent over a DR11-W link from another 
data-collecting computer (either PDP-11 “I another 
\:AX/\‘$%ONLINE system), and data sent via 
Ethernet. Other software packages such as the 
VMS CAMAC Event Be.ndler6 o, ‘he Fastbus Lecroy 
1821 I’MS driver’ may be invoked b>- Event Builder 
to acrually perform ‘he acquisition oi data into a 
sinple buffer. ‘Foreign’ data eources can aleo be easily 
supported in Event Builder, with additional coding. 

The Even‘ Builder program is able to combine 
data from several different eowces and of eeveral 
different types. The combination ruies are use7 
specifiable. Event Builder interprets certain standard 
formats of input data end provides a default mapping 
from the ‘rype’ of the input data to a dsra type used 
h? ‘he VAXONLINE data pool management sofw’are. 
I? the defauh ‘type’ mapping is not appropriate then a 
user ma,pJnng ,““tl”e ma> be provided for that type 
of data. in the form of a separate image. This image 
ir dynamically linked into Event Builder at run time 
without any relinking of the Event Builder program 
iraelf. The data sources, data types, relevant 
parmeterr such a? buffer and event sizes, file names 
etc.. and the rules for buiiding events are specified in 
e lisi-like control language. 

Lis: Lancaap~ for Even: Builder: 

The Event Builder propam is controlled via user- 
writ,ten C”“‘,“! Aanpuage programs. The control 
language program consists of Two distinct parts. 

a) A declaration part where ‘he nature o: all ‘he 
sources from which data ma)- be acquired is 
described. The manner in which that data is to 
hr acquired is specif,ed and other pnram~r,crs 
rdcvant f,” ‘hc aEq”iSiti”,l arc prorided as ~~\.cil 
FL= ciassirKa‘i”n 0: tnr forma: 0: riw dala irsclf. 

b) Ooe or mow collection lists which specify 1,“~ 
‘wents arc 1.0 br formed from the date. 
acquired and how the went? arc to br ciassif)ed 
in the common data pool. The criteria of how 
event fragments BTP to be examined and 
matched to R particular co1l~c~ion list are 
defined. The collection lists allow headers to br 
inserted into ‘he event at both ‘he overall 
event level and ‘he sob-event level. 

Since several different collection list6 are 
permitted. many different types of dara fronr “nr “I 
many sources can be constructed. provided the 
incoming data has itself been tagged suficiently cleari? 
to ensure that it satisfies only one collection list 
criterion. 

Figure 1 shows B simple Event Builder control 
program for collecting data from e single CAMAC 
6”“TCe. 

&.“r 6”: /a., pr0gr.m ., “UONSWL .otta.r.. 

hfifm ho. as .r.nt, ,m u, b S.l.Cud 

LOLLEC? 
EYVTnTf UUAL. 0 
EYEQWE EPUAL, 1 

; p;t ,,P 0 .“C 1 “Vh ai. 

maER_wsx DR. <-,FFFF, : se,.ct .“, tripp.. usi .i,h 
; *ns of II). 16 biU set 

HEADER rnh TIPEJIYU 
SOLRCE <CUUC> ; caz . ..ntl trm WC 

Eh~~~cuECi 

,.ri ruu”T: Do nst c-if or e/se! 
En-E% 

Figure 1 

Several experiments use multipie collection lists in 
their Event Builder conrrol program. This permits 
events to be formed. for example. either from data 
arrivink on any one of the three links from front,-end 
PDP-lla (to be treated BP ‘singletons’) “I from the 
merging of data from all three links and B Fastbur 
sub-system (requiring concatenation of all the 
expcriment’r sub-events). Although most of thr 
data ialls into the latter category, there are sub- 
system-specihc events or pieces of data which also 
need to be inserted into the data sweam. 

0th~ Datr Producer:. 

Any number of user-wrifwn ~veni “produrcrr’~ 
may co-exic1 with Event Builder if an experiment 
needs to gather data from some unsupp”rte& T”UTC~ “I 
in 6”rnP spvcia! iorma1. 



. 

M”l,i~k Dn,.n strramc: 

Multiple data streams entered into the common 
went pool ma)- either br combined, tggether and 
lugged tc, tape and consumed as a sm?e srreynl of 
dam. OT treated tomliy separately. Mult,plr copms of 
both the Event Builder and the Output (tap? logger) 
program may be run on a single machine, ii desired. 

MultipIP MRchinc Environment 

Although VAXONLINE can provide a full data 
acquisition and monitoring system on n single VAX or 
MicroVAX. it is most often used at Fermilab as part 
of a multiple machine online system. 

VAXONLINC provides control functions for 
stopping ad starting runs XTOSS either DR11-W links, 
~~-232 liner or DECnet. The RUI\’ COKTROL 
nromam which ~rovida this is designe;i to be user ,-- -I~~~~~ 
modifmble. 

All the VAXONLINE software has been designed 
to provide for communication and coherence across all 
the DECnei nodes in the online 8ystem. A message 
(iv6t.x~ d.,ws any VAX program to send messages to 
the COURIER program for centralised display ayd 
logging to a disk tilt.’ A common Sratur Manager 
database allows any VAX program to either record 
or inquire the status of any other participating 
program in the syetem: a necessary feature for 
ensuring the orderly execution of programs (at data 
taking mrtup for exampie). 

The tape logging program OUTPUT’I can record 
data either on rape or in a disk locally 07 acrcm 
DECnet, or directly to a DECnet, task to task link. 
It can record im one of several standard formats OT if 
necessq be easily adapted to a user-specific format. 

The MENCOM user-inrerfsce package, reported in 
a compsnion paper at, this conference, provides 
DE&et message passing facilities. permitting one 
program to cmnrol mother by sending the appropriate 
eommandr tn it (just as if m opemt,nr had issued the 
commands). 

Data can be passed from the dsra pool on one 
machine to that, an another using either DECnet 
logging to the Event Builder program. OT a special 
purpose Buffer Manager program which selecrivel? 
sends data via a DRll-W link. 

Analvsir and Disnla~. oi Data 

Experiments generally wish to provide their own 
programs to analyw their data. VAXOKLIiiE 
includes an example skeleton analysis program which 
may be tailored to a particular application with little 
efior;. Histograms filled by the analysis programs are 
stored either in memory or on disk. While data 
anaiysi+ continuer the hiarograms can be manipulaWd 
and examined on spy rerminal via an interactlvc 
DISPLAY p,ogram2” HBOO~,HPLOT and zTh;,s sysrem uses the CERh’ 

’ packages and provides 
graphics output vaa the Precision Visuals D.13000 
mtcln.~’ In addition. a self contained an+@ls and 
display packam is provided in X’MSMULTI.“’ This 
is i, modified version of thr Fermilab MULTI analysis 
SYSI~DI. nhich manv people have used in tht, past on 
?DP-11 machines*“.‘- 

f;Xam+ nr Tisr “? \-AxONLII’r anl? Pd”orma”r~ 

From the 12 experiments that currently u6f 
VA);O,iLI,iE, we present three represen%atiVc 
examples. Experiment E665 is an example of a large 
configuration using \‘AXOKLIPiE. It is shown in 
Figuw 2, We have measured a total throughput for 
this system of 370 Iibyres per second for lugging of 
data to tape. This is close to the limit impowd b) 
thr magnetic tape writing. Figure 3 illustrates the 
\‘A); sys.tem softwarc components involved in the 
data acquisition, logging and data distribution process 
of the configuration shown in Figure 2. 

I 1 

.I”‘,> Jllll nlil JY.7, Jv.17 .JY.1? I 

Figure 2: Data Acquisition Configuration o/ E-665 
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Expe,imen< E68i uses VAXONLINE on two \‘hlS 
machines with two event et,ea.,m filling independent 
data buffer pools. Onr priormr the experiment conc,o~ 
and the annlysir of data collected and recorded by e 
I’DP-11 running the Fermilab RT-MULTI system. 
Tire other performs data acquisition from CAhlAC in 
berween the beam “spills” to provide data to 
calibration and monltorlng p,og,ams. Experiment 
E731 collects and records data on tape from a 
Fastbus system 
aequm!tl”n system. 

y;ing the Fermilab RSX-DA data 
RSX-DA can also send the event, 

data to a Mic,o\‘AX for analysis. Since the 
MicroVAX does not have time to analyze all the 
?Vett‘S. only.some fraction of the data is 
transmitted, although in principle all of it could be 
sent. 

Onanin~ Enhancnment.r Futures 

Upgrades: 

The Global Menu program is in the process of 
being upgraded to fullr support access to all 
programs in the system ac,oe.s DECNET. The menu 
and command package MENCOM will be extended 
to support many different types of menu display. 
The COURIER systems is undergoing major 
enhancements to dynamically cont,ol the routing and 
display of messages. Dismibution of data from one 
data pool to another will be made more closely in 
tune with the declared requirementa of the 
CONSUMER programs. The DISPLAY program will 
be upgraded to use the latest interactive histogram 
display package from CERN. 

Filtering 

The final bottleneck in sll the systems currently 
using VAXONLINE is the magnetic tape recording. 
Current work with VAXONLINE is in the direction 
cl incorporating further levels of data acquisition sub- 
systems (to provide buffering and/o, filtering of the 
data), leaving the \‘AX o, Microvax as the final 
destination of the data. Projects include 
incorporating microproce~~nr~ into the Event Building 
process, in particular to transfer event dsta directly 
from Fastbus into ‘Farms of processor boards 
produced by the Fermiiab Advanced Compute, 

~~%?~lde, moduie. 
and to provide e programmable hardware 

Extrr Analvsis: 

The use of VME based 68020 microprocessorr to 
provide additional processing power for analysis 
programs and thei, incorporation into VAXONLINE 
in B transparent way is also being addressed. 

Conclusions 

The VAXONLINE system has been mo,e widely 
used and accepted than we eve, imagined when we 
starred the project in 1984. Many experiments have 
chosen to accept the tradeoffs involved in using a 
standard genera, purpose software system. with its 
accompanying documentation and support. as opposed 
to a private system tsilored tightly to their specific 
needs. Many individuals hew been able to do the 
necessary custom additions and modifications with 
relative ease. 

YAXONLINE her proven to br a useful general 
purpose data acquisirion and analysis system. I; can 

or used by the non-expert with wry littlr work. and 
aiao by the knowledgeable who can extend ‘he system 
ar far M their time and expertise will allow. 
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