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Summary

Thia note is intended as a brief,
for accelerator designers to
commercial and specfal processors that allow great
increases in computing cost effectivencas. New
thinking i3 required to take bast advantage of these
computing opportunities, in particular, when maving
from analytical approaches to trackling simulatlons.
In this paper, we outline the relevant considerations.

aummary gulide
the new generation of

Given the finite level of [(unding available to
solve a particular computing intensive problem, the
computing cost effectiveness, defined for example as
equivalent (loating point operations per second per
dollar (EFLOPS/dollar), can  become critically
important, This figure of merit depends on cholces of
technology, memory, special purpose hardware, and
interconnection architecture. These cholces cannobt be
geparated [from algorithm decisions. Therefore, 1t 1s
lmpertant that thoase embarking on highly cemputing
intensive calculations understand the optliens and
trade-offs that they have and the itmplications of
their choices. An example i3 the very non-linear
trade-off between calculational bits required and cost
effectivenessa: the luxury of not having to worry about
computing precialon may come at the price of
elimirating potentially very powerful table 1look up
techniques.

Table I summarizes potentially relevant types of
computing engines. Cost effectiveness numbers are
normalized to a VAX 11-780 with wmoderate peripherals
appropriate to accelerator calculations ($200K). Such
numbers (from any source) are normally meaningful only
within a factor of two and these are not intended to
be better than that.
that nmachines and compilers have different efflciency
for different programs even when one focuses, as we
are, on a specific claas of problems. The cost
numbers expliecitly do not include development cosats
{(which may be substantial if commercial or laboratory
developed systems are not available). The level of
development effort required and centers where this is
going on is indicated in the fourth column of Table I.

Ease of use {3 abviously of <¢ruelal importance.
This means FORTRAN language availability and systenm
user friendliness that meets the popular standards set
by the WaX. With the exception of the last case
(stand-alene speclal processors), all the examples we
Zlve can meet this requirement. In the [irat three
cases (CYBER, VAX, CRAY), the wuser interface 1is
delivered with various levels of friendliness as part
of the turn-key commercial system, For cicroprocessor
baged syatems, turn-key ayatems that take full
advantage of the potential cost effectiveness are not
commercially available and do not appear to be in
planning for marketplace availabiiity.

Bringing the full coat effectiveness af
commercially avallable microprocessors to the high
energy physics community in a user-friendly, acftware
and hardware modular package, 1s one important goal of
Fermilab's Advanced Computer Program (ACP). Later, we

will oriefly outline the ACP's planned aystem of
modules and some of the parameters and design
conasiderationa relevant to them. These modules will
allow the user to optimize the architectural

configuration Ffor a specific problem to get the best
possible cost effectiveness,

Not the least reason for this i3 -

60510

In Table I, one can see that there are two
general approachea o obtalnlng substantial (orders of
sagnitude) improvements over commercially avallable
computers: a) use of large arrays of microprocessors,
which among Fortran programmable CPUs are the most
cost effective; ) use of special purpose devices
almed at the computing intensive kernels of
algorithms. The extent to which one can take
advantage of the coensiderable potential of these two
approaches depends on the degree of parallelism {and,

for the specialized devices, atructuring) that
specific algorithms will allow and prograzmers
{oplement. These techniques provide very large

amounta of computing power per dollar because of their
very low cost per unit and not because individual
processor computing power is large. This means that
problems with one kind or another of  aimple
parallelism can readily benefit from multiproceasing.
A one thousand ray beam calculation, for example, can
be trivially c¢ivided into up to one thousand parallel,
uncoupled, procesaors. This is clearly not so for a
single ray transport.

The issue of intrinsic parallelism is
enough to warrant a

{mportant
small diveralon explalining to
non-aficlanadoes the different possible types of
computer parallelism and the time scale on which they
are likely to be relevant. A conventional computer,
where single words of data are aperated on
sequentially (sometimes in pipellnes), Is referred to
as an SISD, single inatruction stream, single data
stream machine. Computers with instructiona that
operate simultanecusly on vectors are referred to as
vector computers or SIMD, single instruction stream,
multiple data stream machines. The Cray I and CYBER
205 are two major examples of SIMD machines.
Vectorizable problems (particularly those with vector
slzes that are matched to the machine width) are
handled efflciently by such machines. The transport
problem i3 obviocusly vectorizable at the five or six
dimension level and, therefore, can benefit to some
extent from vector processors. The general problem of
making efficient wuse of SIMD computers for the parts
of prograns in which vectars are not as obviously
manifeat has been the sublect ¢f an intense effort in
computer sclence and 1s far from being solved.

Fully parallel computers, referred to as MIMD

{multiple input stream, rmultiple data atream), allow
each of many processors independent acceas to any
location in meaory (Figure 1). These are less
constraining and are, therefore, potentially wmare

efficient for the general problem. For this reason,
much acadeamic (and some commercial research) is going
into the development of general purpose MIMD
computers. Although potentially capable of bringing
the high cost effectiveness of YLSI nicroprocessors to
the broadest possible range of problems, such machines
and the requisite software are not likely to deliver
on that potentlal until at least 1990. (The Denelcor
HE? is the only commercially available general purpose
MIMD machine. It is of great value for developing
MIMD software, but does not have cost effectiveneas
good enough to include on our Table).

There 13 a asignificantly
problems that are s0 naturally
parallel that they do not require
easy access to all of the avalilable memory.
Therefore, these problems can take advantage of
multiprocessocr systess [far aimpler than the general
purpose MIMD concept, apecifically arrays of nodes

large subglaas of
and intrinsically
each {PU to have
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centaining a CPU and its own "local® memary.
arrays are said to be "loosely coupled® because
they have limited (or no) interncde cemmunlcaticn
capability. These problems involve numerical
sclutions of differential equations on a grid or thay
are event oriented with each event processed
independently of the others before a final statistical
evaluation. Pleasantly, the three major computing
problems of high energy physlcs fall into these two
categories. The theoretical physics lattice gauge
problem i3 solved (in principle) on a loosely coupled
grid of processors with one of aseveral possible
nearest neighbor interconnection schemes (Figure 2).
The large numbers of data events recorded by many
experiments may be reconstructed in a largely
paraliel, very loosely coupled system (Figure 3).
Individual rays in an accelerator transport
caleulation may also be considered as events in this
sense and processed independently.

When accelerator transport problens are limited
to fewer rays than the number of nodes avallable in a

oultiprocesasor system, they can not efficiently
utilize that system. Some caleulations in progresa
use a relatively small number of rays (aixteen, for

example} to define their phase space.
whether the lim{ted granularity of the problem I3
anything more than stylistic. When increased power
becomes a reward for finer granularity, calculations
may well migrate quickly to approaches Involving
larger numbers of raya.

It 13 not clear

Table I cites one approach to
effectivenesa over the

competitive cost
next two years that requires
somewhat leas granularity than commercial
microprocessors. The 3081/E emulator la being
developed at CERN and SLAC as an answer to experiment
reconstruction and high level trigger demands,!
Emulatora are so named because, using very fast logic
and bit slice techniques, they are able to "emulate"
(in this case) the IBM 3081 instruction set. Thia
means Lhat code written, debugged, and compiled on an
IBM mainframe can, with relatively little difficulty,

be loaded conto the far cheaper emulator. Since (as
Table I shows) the 3081/E unit cost and computing
power i3 higher than microprocessorsa of the same cost

effectiveness, the granularity requirement is
correspondingly lower, For the first year of their
avallability (1585), this possible emulator advantage
comes at no sacrifice in cost effectiveness. On that
time scale, predictiona for the cosat effectiveneas of
the 3081/E and multiprocessor systems are
indiatinguishable.
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Unfortunately, emulators appear 0 have saturated
the technology [for the [rorseeable future and their
cost effectiveness will remain nearly constant with
time. Through 1987, improvements that are known to be
coning in commerclally produced microproceasors will,
aa Table I shows, at least double the gost
effectiveness each year. Beyond that, the crystal
ball is cloudier, but one can expect continued
{nprovements in single multiprocessor cost
effectiveness through about 1§30. At that point,
phyajes 1limitaticas on chip aspeed  wil] force
improvementa to move 1n the direction of more
processors on a single chip. Thus, in the long run,
accelerator algorithz designers clearly must move in
the direction of more granularity ir they want to take
advantage of commercial microprocessor developoents.

Processors

l |
Switch

I I I I

Memory

Figure 1: Conceptual diagram of general
putrpose, closely coupled MIMD

computer.

As we noted earlier, the second general approach
to the HEP computing problem involves special purpose
devices. These may use a varlety of techniques
ineluding dedicated custom VLSI circuits, commercial
VLSI multipliers (which have the higheat commercially
available potential FLOPS/dollar), and table look up
systems that contain rapldly accessible pre-computed
functions of arbitrary complexity (and which have no
theoretical upperbound to their potential cost
effectiveness). These speclal purposs aystems may be
completely atand-alone--in which case programmability
considerations will preclude thelr use in environments
where [lexibility and FORTRAN are prerequisites.
Building such devices in the foram ¢of modular "hardwapre



aubroutine® coprocesaors linked to microprocesscrs ia
an ACP concept that will make such systems avallable
S+ a FORTRAN environment. In general, the lead time
for developing apecific speclal purpose systems,
e{ther stand-alone or as coprocessors, need not be
even a3 long as a year--gnce, of courae, the algorithm
requirements are understood 1in detaill and resources
{namely a design group} are avallable.

TO TROM
CONTROLLER

CONTROLLEZR

Figure 2:r The jateice gauge Wultiprocessor jnterconnectian acheme
af Chrige and Teesane (Ref. 7). Clrcles are processors
{and coprocessnre); Lguaged are Mamafy .,

By the term coprocessor, we mean a hardware
device {a copy of which 1a attached to each node)
which enhances the performance of the node by doing a
commonly done, time conasuming procedure very quickly.
An elementary example of such a device 13 the floating
point accelerator found in almost all computers; a
third of the processor time {3 typically spent on
floating point adds and multipiles. By appending a
faster floating point ALU, one obtains a corresponding
gain 1in speed. S5ince the process oaly occuples
thirty-three percent of the time, one can at best get
a nat speedup of a factor of one and one-half. In
general, if a coprocessor can take over a part of the
caleulation that otherwlse would take a fractien R of
the time, it can improve the coat effectiveness by no
aore than a factor of 1/(1-R). Thua, to exploit thia
approach, it 1a important to identify kernels with R
greater than ©.9. Here we will present examples of
four types of plausible coprocessoras.

I
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EFigure 3 A simpie, single rank muliiprocesses con=
f{guratbon for event orlented problems.
Single events in an accelerator problem
are individual rays,

Along 3aimilar elementary lines to the floating

point accelerator, {3 the concept of the multiple

3

precision coproceasor. The atandard rule of thumb is
that going to double precision increases the total CPU
factar

time by as much as a of five. Thua, a
processor that traps all double precision {loating
point instructions and =sends Lthe data to a apecial

fast sixty-four bit chilp set could improve the coat
effectiveness quite a bit when 1t i3 known in advance
that double precision is required. This pattern is
quite general--the more that i3 Xnown in advance aboug
the details of an algorithm, the more the efficiency
boost that s obtainable from specialized hardware.

As noted above, coprocessors that can give truly
worthwhile lmprovements over a bare
multi-microprocessor system are those which handle
some kernel of the algorithm that consumes almost all
of the CPY time. For example, the MARYLIE progranm?
spends most of its time in a Newton's algoritha which

inveolves inverting matrices and other ateps, A
hardware device to do this wmight easily run fifty
times [aster than the mieroprocessor, Another

instance of an identifiable kernel i3 the expansicn of
high order polynomials in several varlables used to
find the mPkick® from a magnet slement field expressed
as a multipole expansjon.

An alternative to creating a separate device [or
each such "hapdwapre subroutine® might be to design a
aingle microprogrammable coprocessor, and tatlor the
coding to the algorithm kernel, pleking up a factor of
"only™ ten to twenty over the microprocessor. Several
design versiona of this appreoash have been studied by
the ACP group ree experipent reconstruction
applications. They appear to be potentlally egually
relevant to the accelerator transport problenm.

Anather

such design 1a being studied by
W, Foster.?

This device alsc represents an example of
a proposed atand-alone specialized processor. The
idea 1s to hook the units directly to the host
computer, without using the nodes (thus saving some
cest). This approach will be aignificantly less user
friendly, however, than attaching the wunits to the
FORTRAN programable nodes, where they would be
calladle as subroutines.

Both these types of specialized wmieroprogrammed
devices are very similar 1in concept to array
proceasars such as  those 8s0ld by Floating Point
Systems, Inc. or Star Technology, Inc. Greater cost

effectiveness for the "home built" systems will be
obtained - by . reducing pipeline, wmemory, and other
complexities and avolding commercial profit and

overhead, There may be benefit in experimenting with
commeréial array processors bvefore committing to 3
specialized device of thia type.

Thus, for problems with a sujitable kernel,
specialized coprocessors based on commercfal high
apeed VLSI multipliers can get up to a factor of frifty
loprovesent over & bare microprocesaor syatem (which
is itself a factor of [ifty improvement over the VAX

standard). This may not be the end of the road,
Using memory look up (MLU) techniques, one can
typlcally compress the caleculation of arbitrarily

complicated functions into a 50-300 nanosecond lock up
ar about one microsecond 1f the lock up Is followed by

a  hardware interpolation procedure to  extend
precision.
Linear interpolation gives accuracy to twice aa

many digits as the table preciaion, & , as long as the
function tabulated has the property that all r its
n=-th depivatives are small compared with ni/§ . This
i3 clearly true for transpert "kick"™ functiona, and we
can confidently store a k-bit table to get 2k-bit
accuracy. When many kicks are concatepated (for
eXample using
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Figure 4: ACP multiprocessor conceptual design of a single node (with options)
and busses.

Ruth or Dragt's symplectic approacheaa’u) {nto a of noise and uncertainty? These Qquestions and the
single map, this condition is not as obviously met. general 1ssue of round-off (particularly in algebraie
The properties of the concatenated map must be manipulatlon concatenation of wmapas asuch as that or

underatood carefully when considering a linear bragt %) clearly need to be faced regardless of the
interpolation. The MLU method 13 L1imited in the potential boon of MLU methods.
amount of precision available apnd 1is particularly

constraining for functlons that are multidimenaional Niederer noted that the fact that higher order
and/or dependent on several varlables. At the 200-300 terms are far smaller than those due to the linear zap
nanosecond access time level, 1.5 Mbytes of memory can may allow breaking the problem into two pleces, each
be expected to coat $1-2K. For multiprocessor aystems with less gluttonous bit requirements. Such ideas, as

this sets the scale of posaible table sizes in the well a3 mechaniams like those of Drag;z and Ruth® that
next lew years, Single node MLU systems could, of symplectify  algorithas  and thereby may control

course, be made correspondingly larger. In the round-off problems, zake us belleve that MLU methods
following we will assume 1.5 Mbytes per node is should remain under consideration.
available in order to consider possible conflgurations
and practieal limits on precision. It is not necessarily easy to estimate the level
of precision needed to give correct results. It is
It i3 clearly necessary to be very parsimonious tempting to say that you need no preclafon greater
in usinz memory. Arbitrary look ups are simply not than the accuracy to which you can measure your
possible sincebgor an n dimensional map with b bits of fields, treating the round-off errors Introduced as
precision, bn2 bits are required: for 351 dimensions part of the random nolise. Yet, zs Dragt and Ruth
and only eight bits this comea to about 2 megabytes, paint out”, the nolse is Hamiltonian in nature while
Abn?éngle linear interpolation reduces by a factor of the round-off is not, so the worry 1s that they will
2 the amount of  nmemory required, though accumulate in different ways. Perhaps a safer liatit
caleulating the interpolation will add a little time is that the round-off error should be as small as the
to each look up. correctlons needed to make to _"resymplectify" (that
is, to fansure the tracking is Hamiltonian}. The noise
To be specific, we conaider the multipole of these random corrections may be of the same type as
tracking problem (assuming magnet element kicka are that of lack of precision.
concatenated into the same number of maps as nodes)
with four strongly coupled variables and weak Earlier, we noted that the aimple multiprocessor
dependence on the other two phase space variables. configuration shown in Figure 3, which waa originally
Using linear interpolation, 1.5 megabytes of memory conceived lor experimental event reconstruction, 1a
will allow twelve bits of precision. For a [full also 1likely to be very useful in ray transport. Each
symplectic calculation through the twenty pole, a cost CPU node's assoclated memory holds the parameters of
effectiveneas improvement of 2,000 over the bare the full acceleratar. Many rays are tracked 1in
microprocessor (100,000 over the VAX) is posaible for parallel for as long as desired, each in a separate

very leng time scale tracking calculations. By taking node.
advantage of the relatively sparse diagonal nature of

the map, loose coupling between (x, x') and ({y, ¥y'), Other configurations are poasible, each with
we suspect that several more bits may be squeezed out. likely advantages and disadvantages and below we will
give a few examplea. First, however, it ia important

Such extraordinary possibilities clearly motivate to get a fleellng for the practical parameters, such as

a close look at two lmportant questions that we ralsed cests and bus apeeds, that affect the choice of
at the Ann Arbor 35C workshop: a) How much precision confliguration. A set of specifications for a modular
is really required In a calculation given the known reconfigurable system has been developed by Fermilab's
levels of noilse and uncertainty in a real accelerator? Advanced Computer Program over the laat year. Details
b) Are very large numbers of simulated turns going to will be published in a set of reports during the next
be of practical use in designing new machines given, Year as a prototype is bullt. The approach is based

again, the real levels on using commercial bus standards, memory, CPUs, etc.



43 a result, the preliminary ACP specifications, wuhich
we Will deseribe here very briefly, can be used ax a
gulde to what 13 practically attainable whether or not
ACP modules are eventually used,

Tne basic ACP node, with examples of several
possible adjunct modules attached, 13 shown {n Figure
q. The CPU i3 a aixteen (scon thirty-two) bit
microprocessor with a good FORTRAN-77 compiler. The
anticlpated relative power for real FORTRAN programs
(based on benchmarks and well understood scaling
factors) of commerclally available microprecessors {(as
a function of year) {s given {n Table I. The CPU
cost, dominated by "real estate" costs (power, board,
interface, buaaing, crate, ete.), will ne static at
approximately $1,000. Another approximately $1,500
will ne regquired for eacn 1.% megabytes of nodée memory
for program, parameters, and data 1in 1985; less in
later years.

The basic CPU-memory unit s5its on a saveral
tiered bus 3tructure. The local bus {s connected only
to the devices associated with one node and 4includes
compercial [Cloating point or transcendental function
coprocessors when required. The global bus 1a
connected to all nodes In a particular group or rank.
In principle, the global bus allows communication
between nodes a3z well as with other ranks and the host
computer via the rank Iianterconnect module. In
practice, it will pe wise Lo avold arbitration
circuitry and limit the nodes to slave-mode
communication on the global bus to the host {or other
ranka). S5Special purpose coprocessors may reside on
the local bus if they don't require high speed

off-board communications (to high aspeed memory, [for
example). Otherwise, they will work on a special,
shoprt  "super bus® connected vila a faat memory

formatter module to the local bus.

Provision for relatively low transmission rate
interconnection to nearest neighbor nodes {for example
in grid configurations similar to that shown in Figure
2) eould be made through a nearest npelghbor
interconnect module. Finally, very slow communiecation
ta other nodes and large data bases could take
advantage of the sarial bus capabilitles provided by
compercial bus systems.

Table il gives typical data rates for the various
posaible types of communication c¢hannels. For
purposes of rough System estimates, it 13 reasonable
to assume that the various interconnect modules {rank

interconnect, fast amemory formatter, nearest nelghbor
interconnect) will cnst about $1,000 each in
production.
Table [1I
Channel Speed (Mbfsec.)
Global Bus 20~40
lLocal Bus 20-50
Serial Bas 1.25
Nearest Nelghbor 8
Super RBus 80 +
We muat emphasjize that although we have

catalogued here a compllcated set of modules which are
relevant In the long term, the ACP focus for at leaat

-
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the next yeac la on a simple subaet of the ful}
ayatem. This, will be based on comnercially produced
bus equipment for a local and global bus. Specifalized
coprocessors, nearest neighbor interfacing, etc., are
particularly interesting areas for emphasia in 1985
and beyond, There are at leaatl two commercial bus
standards recently anncunced that correspond to the
ACP c¢riteria of Table II. These are Intel's MULTIBUS
II and Motorola's WME/VMX. Clearly, the basic two
tiered bus concept has been widely recoznized as
inportant since it keeps local traffic between a (CPU
and its nmemdry and coproceasors [roa saturating a
glodal bus connected to all nodes.

Given the potentlally available hardware,
are several configurations that are
accelerator modeling.

mind with some of theair

there
relevant to
¥e list a {ew here that come %o

Tlgure 3 ahowa a configuration already referred
to which has the important advantage of great
aimplicity. The disadvantage 1ia that the entire
lattice nmuat be stored in each node's memory and for
high order caleulations, this could prove to be
costly.

In another use of the configuration shown in
Flgure 3, each node calculates a section of lattice;
information about particles {3 passed from node ta
node over the globa)l bus. A number of rays equal to

the number of nodes [follow each other through the
system in a "aystolic" or plpelined fashion. The
advantage is again reasonable simplieity, but with

smaller memory requiresents on each node. The
disadvantage i{s that the amount of processing done 1in
each node must be large enough that the global bus is
not saturated. In particular, with one hundred nodes
and one thousand elementa, this configuration loses in
efficiesncy unleas the caleulations require at least
eighty [fleating point operations to track a particle
through one element. (For six dimensional phase
space, even llnear Xkicks satisfy this criterion.)
Also, there 13 some added complexity involving
arbitration for the message pasaing on the global bus.

Figure % shows a configuration
by I. Gaines) that uses nearest neighbor
interconnection to pasas messages rather than the
global bus (here not shown, but implied). Thia is
clearly a natural configuration to represent a ring.
It allows memory requirements to be minimized with

(first suggested

leas restriction on the ratio of proceasing time to
Here the added complexity--is burted
neighbor

mezsage length.
in the nearest
equivalent.

interconnect oodule or

Roy generotor

Suﬂ:xunuma
Phose Space
Memory

Single ring configuration for accelerater
simulation,

Figure 5:



Beam-beam interactlons can be dealt with (in
principle) i{n any of these configurationa. How this
is done 13 conceptually cleareat when looking at the
ring configuration. As shown in Figure 6, a special
device (probably a standard CPU) acts as a phase space
accumulatar for each ring. Running information on
collective phasae apace parameters 1s made avallable to
the appropriate node(a) of the other ring. There,
software (or a hardware subroutine coprocessor) ia
used to give the appropriate kick to pasaing rays.

Beam-beam
hardware
subroutines

Phase-Space
memories

Figure 6: Bbouble ring configuration for beam-beam
calculations.

The accelerator transport calculation is, as we
hope we have shown, likely to benefit strongly from
new approaches to computing intensive prablems. For
best advantage it i{s clear that algorithm development
will have to be done with a geod knoWledge of the
capabilities and configurability of the hardware.
This implies new ways of thinking, which, we hope we
have shown, won'it be too painful.
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Notes

1. Availabllity dates indicate that with some
optimism and procurement aggreasiveness,
there i3 a reasonable  probability of
obtaining a working system in the firat half
of the stated year.

2.

6

Major development effort: 5-30 people, 2
years; Medium: 2-3 people, 1 year; Small: 2-3
people, 6 months.

Typical size of a multiprocesasor group is
given here based bDoth on system design fasuea
and on total system coats 1n the $300.600K
range. In some cases, 31 design maximum i
given based on adddress space or other known
limitations.

Host and peripheral costs refer to the
computer and 1itas astorage that are used in
production to feed and gather data. In  some
futupre systems such production hoats will not
be appropriate for prograan developmant which
will have to be carried out on another
machine. Estimates assume acgelerator
problems do not require very high speed tape
facilities, but do require disk astorage of
reasonable capacity.

Total group cost includes host and peripheral
cost and individual node production cost for
the typical number of nodes in a group given
in Column &, Development costs are
explicitly not Included and ahould be
expected to pe large If commeraial or
laboratory developed aystems are not
avallable.

Total computing power for typlcal accelerator
transport calculations in FORTRAN divided by
total group cost, nomalized to VAX 11/780.

Based on twanty-pole calculatien in six
dimenafons with strong variable coupling only
between {x and x')} and {y and y'). This
example i3 intended oaly as an indication of
the levels of cost effectiveness obtainable
with this method. Actual results will be
dependent on the algorithn.
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