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ABSTRACT 

We have measured the elastic cross section for pp, pp. n+p, r-p, K+p, 

and K-p scattering at incident momenta of 70, 100, 125, 150, 175, and 200 

GeV/c. The range of the four-momentum.transfer squared, t, varied with 

the beam momentum from 0.0016 ( -t 5 0.36 (GeV/c)2 at 200 GeV/c to 

0.0018 ( -t ( 0.0625 (GeV/c)2 at 70 GeV/c. The conventional parametri- 

zation of the t-dependence of the nuclear amplitude by a simple exponen- 

tial in t was found to be inadequate. An excellent fit to the data was 

obtained by a parametrization motivated by the additive quark model. 

Using this parametrization we determined the ratio of the real to the imag- 

inary Part of the nuclear amplitude by the Coulomb interference method. 
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INTRODUCTION 

Dispersion relations for nuclear scattering are based on the 

assumptions of unitarity, analyticity, and crossing symmetry and on the 

energy dependence of the total cross section. Measurements of the real 

part of the elastic nuclear amplitude provide a means of checking the 

validity of these assumptions and allow a glimpse at the behavior of the 

total cross sections at higher energies. 

Ye have measured the elastic differential cross section for pp. pp. 

V+P. m-p> K+P, and K-p scattering. The measurements were made at Fermilab 

with incident monrnta of 70, 100, 125, 150. 175. and 200 GeV/c. The high 

spatial resolution of our apparatus allowed a very accurate determination 

of the scattering angle and thus of the four-momentum transfer squared. 

t. The t range of of the measurements depended on the incident momentum 

and varied from 0.0018 5 -t i 0.0625 (GeV/c)2 at 70 GeV/c to 0.0016 5 -t 

i 0.36 (GeV/c)2 at 200 GeV/c. 

The real part of the forward nuclear amplitude has been measured 

extensively for pp scattering up to I5R energies.I The real parts for x-p 

scattering have been measured2 up to 140 GeVlc. while for r+p and K+p 

scattering are known 394 up to 52 GeV/c. The real parts for K-p and pp 

scattering have not been measured 5.6 above 15 GeV/c. Our experiment 

measured three reactions simultaneously (pp. rr+p, K+p and pp. r-p, K-p) 

and measured all six reactions with the same apparatus. 

In the t range studied in this experimnt the differential cross 

sectlon is determined by both the Cwlab and nuclear scattering 

amplitudes: 
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do/dt = x 1 fC + fn 12 (1) 

At small -t the Coulomb anplitude is dominant and is given by the 

expression: 

fC = (Zz,e'/c) La(t) Cp(t) exp(izan) / t , (2) 

where zae is the charge of the incident particle a. Ga(t) and Gp(t) are 

the clectrcmagnetic form factors of the incident particie a and the target 

pt-C:CW Ue use rhe dipole form for the protons and the wnopole form for 

the pi0r.s and kaons: 

Gp(t) = 1 / (1 + vp ltI12 

(ix(t) = 1 / (1 + 2v. ItI) 

GKW = 1 / (1 + 2VK ItI) 

VP = rp2 / 12h2 

v, = ‘“2 / 12h2 

"K = 'K 2 I 12h2, 

(3a) 

(3b) 

(3c? 

where the values of r are the electromagnetic fern factor radii obtained 

fran Refs. 7-9. The values of the radii used throughout the analysis are: 

'P 
= 0.805 fm 

rv = 0.711 fm 

rK = 0.565 fm . 

Since the form factors are a small correction to the Coulomb amplitude at 
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small -t. we ignore the experimental uncertainties of the electromagnetic 

radii. In Eq.(2) the Cculcnh phase shift, n. is given by Uest and 

Yennie" as: 

n = a ln[ !.I24 / ( (b(0) + 4vp + 4v,) ItI )I , 

where c is the fine structure constant and b(0) is the nuclear slope at 

t = 0. Ue define b(t) below. 

Traditionally real part measurments have been analyzed with the 

nuclear anplitude parametrized as an exponential with a constant slope, B. 

However, recent results from experiments at Fenni1ab,11*12 SLAC,13 and the 

ISR14 shw a mere complicated t dependence of the nuclear slope. To 

explore this behavior we wplcy two parametrizations for the nuclear 

anplitude and refer to them as the exponential and form factor 

parametrization;. Ue define the exponential nuclear amplitude as follows: 

fne s ( ‘tot /4zh) (i + p) exp[ (Bt + Ct2)/Z ] , 

where ctot is the total cross section and where B and C are the constant 

nuclear slope and curvature. The real and imaginary parts are assumed to 

have the sake functional dependence on t and spin effects arc neglected. I5 

Thus we define c as the ratio of the real'tc imaginary part of the nuclear 

nplitude at t = 0. 

As we have shown in Ref. 11, the nuclear amplitude can be 

parametrized by a form suggested in the theoretical models of thou and 

Ya# and versions of the Additive Quark Model (AQH). These models 

dttribute the major part of the small -t elastic cross section variation 

to the hadronic form factors of the target and the projectile. These form 
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factors are assumed to be the same as the electromagnetic ones. In the 

AQM form factors describe the spatial distribution of clothed quarks; in 

the very small -t region, the scattering is dominated by single 

quark-quark scattering. Specifically we use the form for the nuclear 

amplitude suggested by Bialas et. al. 17 and Levin and Shekhter. l8 We 

define the form factor nuclear ailplitude as follows: 

fff=(* 
n tot/4~l) (i + P) G,(t) Gp(t) exp(ut/Z) , (5) 

where ctot, G,(t), Gp(t) are defined above and u is the reduced nuclear 

slope. We discuss below the sensitivity of cur results to the precise 

values of the electromagnetic radii used. In the AQM" the radius of the 

clothed quark is given by r q = (2ii2 up2. Again we assume the real and 

imaginary parts have the same functional dependence on t, neglect spin 

effects, and define p to be the ratio of real to imaginary ~parts. 

In summary, we can write the differential cross section as the sum of 

three terms: 

do/dt= cc+ aI+ an 

where c c, cl, and c,, are the Cculcmb. interference and nuclear 

contributions. The exponential parametrization of the cross sectfon is 

given by sum of the three terms below: 

=C = (4re4/c2) G 2 2 a Gp It2 (6a) 

Ye = c ctot G, Gp (Z,P cosn + sine) exp[(Bt+Ct')/Z] / t (6b) 

one* (a ,2at/16nh2) (1 + c2) exp(Bt+Ct2) (6~) 
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Similarly the form factor parametrization rf the cross section is given by 

the sum of the three term below: 

OC = (4re4/c2) G,2 tp2 / t2 

O1 
ff - (L otct Ga2 G * 

P ( 
zap ccsu + slnn) exp(utl2) I t 

0 ff = ( 
n ctct2/16~%2) (1 + p*) G,* Gp2 exp(ut) 

(7a) 

(7b) 

(7c) 

In both cases the magnitude and sign of p' can be determined frwn the 

fntcrference term. Uhile the Coulomb term is sharply decreasing (l/t2) 

and the nuclear tern is nearly flat, the interference term is 

distinguished by a l/t dependence and has its maximum effect on d fdt in 

the range 0.001 5 -t< 0.003 (CeV/c)'. However, the accurate 

determination of c requires considerable care in the determination of the 

nuclear slope In the forward direction. We have paid particular attention 

to the problem of determining the correct nuclear cross section in the 

forward direction. 

Ye deffne the nuclear slope, b(t), and the nuclear curvature, c(t), 

l s follows: 

b(t) - d[ In c,, ]/dt 

c(t)_= (l/2) db/dt . 

Thus for the expcnentfal cross section b and c are: 

b'(t) = B - 2C ItI @aI 

cc(t) - c . @b) 
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For pp the form factor slope and curvature are: 

bpff(t) = u + 8vp (1 + vplt))-' 

cpff(t) = 4vp2 (1 + vpltl)-* . 

For either np or Kp the form factor slope and Curvature are: 

baff(t) = u + 4va (1 + 2valtl)-l + 4vp (1 + vpltlP 

c,“(t) = 4va2 (1 + 2valtl)-2 + 2vp2 (1 + vpltlP - 

@a) 

(-1 

WC) 

(94 

Dispersion Relations 

In 1954 Gell-Mann. Gcldberger. and Thirring" used causality 

arguments in the context of quantus electrodynamics to show that the 

transition amplftudes can be analytically continued to complex values of 

the energy and to obtain diSpCrSiOn relations for the amplitude. However, 

for S-matrix theory it is difficult to rigorously establish the connection 

between causality and analyticity.21 S-rratrix dispersion relations are 

thus based On the reasonable assumption of analyticity. In addition 

crossing syeenetry and the optical theorem are used to relate the real part 

of the scattering amplitude to the Integral over the particle and 

anti-particle total cross sections. However, the contour of integration 

also includes contributions from Dole terms due to intermediate and 

exchange states and from unphysical cuts along the real axis due to 

Inelastic reactions. 

The djsperslon relations for rp elastic scattering (by virtue of the 
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pion's spin zero and non-exotic channels) have been proved from axioms of 

field theory. 22 For pp and Kp elastic Scattering, dispersion relations 

have not been proved in general but have been shown to be valid to all 

orders in pertubaticn theory. 

For up scattering the principal pole and unphysfcal cut contributions 

are small and well understood. while for Kp and pp they are substantial 

and have large uncertainties. On a practical level the integration over 

the total cross sections is made difficult by regions at low energies 

where the total cross sections have not been measured. At high energies 

the total cross section varies slowly, uhile the integral over the total 

cross sections is sharply peaked. Thus by means of a Taylor series 

expansion, derivative dispersion reiaticns 23 show that the real part 

becan%s a local function of the total cross section and is insensitive to 

its value at very high energies. 

We canpare our results with the calculations of Hendrick et a1..24 

Hchler et a1.,25 and Dumbrajs.26 and Lipkin. The first three 

calculations use ananalytic dispersion relations and a detailed fit to 

total cross section measurements. Hendrick et al. and Hohler et al. 

extrapolate the total cross sections to very high energies using a ln2(E) 

dependence. while Dumbrajs uses a [ln(E)]0'g67 dependence. Lipkin employs 

derivative dispersion relations 28 and fits the total cross sections at 

Ferailab energies with a two component Poewon model. This model gives 

the total cross section as rising with an (E)'-13 dependence. 
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APPARATUS 

The experiment was performed in the II6 Uest beam line of the flescn 

Lab at Fermilab. The apparatus, shrmn in Fig. 1. is a high resolution 

spectrometer which detects the forward particle. The apparatus is 

described in detail in Ref. 29; therefore this section will review only 

the salient features. 

The beam line consisted of three stages, each having point to 

parallel to point focusing (only the latter tvm stages are shown in 

Fig. 1). The beam was momentum dispersed at the second focus. There a 

proportional wire chamber (PUC) with 1 mm wire spacing measured the 

incident momentum with a precision of 0.05% for bp/p relative to the 

central beam momentum. The errors and uncertainties quoted in this 

paper are standard deviations. 

Four Cerenkov counters identified pions. kaonr. and protons. Fran 

the Cerenkov pressure curves, we determined that the contamination of 

the' kaon signal by pions and protons was less than 0.5%. The small 

contamination of electrons and rrmons in the beam was tagged at the 

dwnstream end of the experiment. 

The liquid hydrogen (LH2) target, 52.7 cm in length, and the PWC's 

to measure the scattering angle. were located downstream of the Cerenkcv 

counters in the third stage of the beam. The above were mounted on a 

large reinforced concrete block for stability. Beam defining 

scintillation counters, 61 and 82 and the veto VHl. were located at the 

upstream end of the concrete block. Surrounding the target were two 

u-shaped scintillation counters, RVl and RV2, with a lcm thick lead 
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sheet between them. These counters wet-e used to detect converted gamma 

rays and recoil protons with kinetic energy grealer than 250 Hev. We 

used RVI and RV2 to help separate inelastic reactions for scatters with 

-t less than 0.2 (GeV/c)2. Immediately downstream of the target two 

scint<lldtion counters, VH2 and VH3. wzrere used to suppress unwanted 

scdtters from target electrons and hadronic inelastic scatters. TWO 

stations of high resolution. high pressure PWC's 30 on either side of the 

LH2 target (stations 1-4 in Fig. 1) measured the scattering angle. At 

each station a measurement was made of the track's horizontal (x) and 

vertical (y) coordinates. In addition station 3 measured the track 

along the u and v directions (rotated 45 and 135 degrees from the 

horizontal). The chambers had a 70 urn resolution, and the resulting 

scattering angles were measured to 30 wad. 

The spectrometer magnets used to determine the momntun of the 

scattered particle were two dipoles of a type used in the Femilab main 

ring. The magnet aperture was nearly rectangular with horizontal and 

vertical dimensions of 10 and 5 cm. Measurements of the integrated 

field were made over the magnet aperture; these showed the field to be 

uniform to 0.041. A particle with mrwntum equal to the beam central 

momentum was bent 34 mrad in the horizontal plane. 

1 sclntlllation counter. V. was placed at the third focus. or veto 

plane, of the beam. Figure 2 shows the placement of thjs counter 

relative to the beam center and relative to the projection of the 

aperture of the last spectrometer magnet onto the veto plane. The beam 

was focused on the veto, such that the veto would detect unscattered 

bean tracks. The ;fze of the veto varied nfth momentum such that 
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scatters with -t less than 0.001 (GeV/c)2 were also vetoed. However 

primarily because of multiple scattering in the beam line, only about 

95% of the beam could be focused on the veto at a given momentum. 

At the end of the apparatus were a pair of PWC's with an effective 

wire spacing of 1 mm. Using these PUC's in conjunction with stations 3 

and 4. the outgoing momentum was measured to a precision of 0.12 (np/p) 

relative to the central momentum. 

DATA ACQUISITION 

The data collection logic consisted of a two level trigger. The 

first level used the various scintillation counters to reject qui:kly 

952 of the beam dnd very small angle scatters. The second level used 

the high resolution Plft's dnd an analog calculator called the Hardware 

Focus Scatter Detector (HFSO)31 to reject the remaining 5% of the 

UnSCdttered beam dnd scatters with -t less than 0.001 (G~V/C)~. An 

event thdt satisfied both levels is called d SCATTER. 

The first level of the trigger for a SCATTER consisted of the 

following requirements on the scintlllator counters: 

1. a redSOnable incoming bedm trajectory defined by Bl-B2-D!if' and 

other beam defining counters in the second beam stage (not 

shown in Flg. 1). 

2. a unique particle identification by the Cerenkov counters, 

. 

3. no other incident particle within 5400 nsec of the trigger, 
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4. signal from 51 (at the end of the apparatus), and 

5. no sjgndl from the veto, V. at the beam third focus. 

The second level of trigger was needed since the first level was 

dominated by the 52 beam halo. The HFSO performed simultaneously two 

calculations, called HFO and HSO. using the track coordinates as 

measured in the high resolution PUC's. Figure 3 schematically presents 

the two calculations. In the HFD test the tncoming track. dS 

extrapolated from the coordinates measured in the two high reSOlutiOn 

PHC's upstream of the target (stations A and B In Fig. 3). was required 

to intercept a preset windud in the veto plane. This HFD tequiremnt 

vds imposed in both the x and y projections to eliminate beam halo. The 

HFD test also rejected events with spurious coordinates In the first two 

stations that would fool the HSO test. The HSD test required that the 

data from the two upstream and the most dohnstredm high resolution 

chambers (A, B, dnd C in Fig. 3) represent the projected angle of d 

scatter with 4 greater thdn 0.001 (GeV/c)*. Although the HSD test WdS 

avsde in the vertical and horizontal projections, the second level 

trigger rquired that only one projection passed the HSD test. The 

analog processor took dbOut 5 uiec to make its decision. 

Tw, additional trigger types were recorded along with the scattered 

events; in neither was the HFSD required. The first additional trigger, 

called BEAM. was d sample of beam particles that pdSSed the first.three 

rqolrements of the first level. These triggers provided information 

for altgnmnt dnd normalization dnd the fncident phase space for the 

Honte Carlo simulation: 
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The second was a specified fraction of events satisfying the first 

level of the trigger. These events. called PreScaled Accepted eVenTs 

(PSACVT), were used to study the HFSD performance and any biases it may 

have introduced into the data; no such biases were found. In Figs. 4a.b 

the HSO efficiency in the horizontal projection is shown as a function 

of q, (q, is defined below) at 200 and 70 GeV/c. At 200 GeV/c and -t - 

0.0016 (G~V/C)~ the combined HSD efficiency of both projections is 

better than 992. 

For most of our running the accelerator operated at 300 or 400 GeV 

with a repetition rate of 10 seconds dnd d 1 second spill time. The 

beam contained typically 5 x 10’ particles per accelerator pulse. 

Approximately 400 triggers were recorded per second; out of these 80 

were BEAMS and 20 were PSACVTs and the rendinder SCATTERS. The relative 

fraction of events recorded involving d particular particle type (v, K, 

or p) was scaled to result in apparatus live time of 602. 

Data were also taken with the liquid hydrogen removed from the 

target assembly. These data were used to subtract the contribution of 

small angle scatters thdt occurred outside the Liquid hydrogen target. 

but due to our finite angular resolution were reconstructed inside the 

target region. The target empty and target full runs were interspersed 

and taken under the same conditions. 



ANALYSIS 

Overview 

The significant effects of wltiple Coulomb scattering and resolution 

near t = 0 suggested that the comparison between data and theory be made 

by modifying the theory to include the effects of the apparatus. The sum 

of these corrections is largest at small -t and is between 4 and 6% near 

-t - 0.0016 (GeV/c)*. These corrections' depend strongly on the t 

dependence of the differential cross section. The three contributions to 

the differential cross section. oC, o I, and on, have corrections each 

with a different functional dependence on t. However. UT and on have to 

be determined from the data. Assuming the theoretical cross sections, 

Eqs. 6 and 7. the corrections due to multiple scattering in the LH2 were 

found analytically. The resolution and acceptance corrections were then 

included numerically via a f4ontc Carlo simulation. The corrected 

theoretical cross sections were then fit to the data. The details of this 

analysis are found In Ref. 32. Below we provide a brief description. 

To facilitate the analysis, the variable q was used: 

q = ( -t 11'2 = pbeam e 

and 

do fdq - -2 ( -t )1'2 do /dt , 

where pbeam is the Incident momentum and 8 is the scattering angle. The 

horizontal and vertical projections of q ware called q, and qy. There are 

two major reasons for this choice of variable. First the angular 
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resolution of the apparatus, ~0, Is approximately constant as a function 

of the scattering angle, a . However the t-resolution of the apparatus is 

proportlonal to B ~0 and thus varies by a factor of 14 over the t range 

of interest at X0 GeV/c. Since q is proportional to 8. the q-resolution 

Is approximately constant in q and the data could be subdivided in uniform 

q bins. Secondly, the cross section do /dq over equal q bins is a more 

slwly varying function than do /dt over equal t bins. Thus thcbinning 

of do /dq populates the bins rare uniformly. This reduces the sensitivity 

of the fitting to the integration over the bin and to the migration of 

events between bins due to resolution and multiple scattering. While the 

analysis was made using q and do/dq, we present our final results in 

term of t and do Idt for convenience. 

Event Reconstruction 

The data reduction process kept only events with a single unambiguous 

track throughout the apparatus. Typically each PUC had one unambiguous 

coordinate about 95% of the time. However. the lack of redundancy in 

these PHC's allowed only 50% of all the recorded events to be fully 

reconstructed. 

In the alignment procedure unscattered BEAM events were used to 

determine the relative spatial position of the PUC's. The PWC's on the 

block were aligned assuming a straight trajectory, while the PUC's 

downstream of the spectrometer magnets were aligned assuming no momentum 

loss. The center of the beam distrfbutlon at the second focus PUC was 

defined to be the central beam momentum. Me determined the central value 

of the beam momentum using the differences between the refractive indices 
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for pions. kaons. and protons in the DISC Cerenkov counter. 33 In Table I 

the central beam mornwtum and per cent error used in the analysis are 

presented. 

Several spatial and kinematic quantities were calculated for each 

reconstructed BEAM or SCATTER event. The incident momentum was 

determined from the displacement from the beam center in the PWC at the 

second focus. The high resolution PHC's (stations 1 - 4) were used to 

moasure the scattering angle and the position of the scattering vertex. 

PUC stations 3, 4. and 6 were used to determine the outgoing momentum and 

the track position in the veto plane. 

BEAH events were also used to determine the q resolution of the 

apparatus. This resolution is the sum in quadrature of three parts: the 

PK angular resolution, the q width of multiple scattering in the LH2. 

and the q smearing due to multiple scattering in the PUC's. In Fig. 5a we 

show the momentum dependence of the q resolution with LX2 in the target. 

The multiple scattering contributions are constant as a function of 

armentum. while the PWC q resolution varies linearly with momentum. By 

comparing the target full and target empty distributions, the different 

components can be evaluated. In Shen et a1.34 we reported on 

measurements of the widths of multiple Couloti scattering distributions 

for hydrogen and other nuclei. We find that our measured hydrogen width 

is in excellent agreement with Moliere's 35 prediction. 
c 

The missing amss squared of the undetected recoil particle. mr2, is 

given by: 

q*=t+m 2 
P 

+ 2 mp AE , 
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here mp is the mass of the target proton and AE is the energy loss. In 

Fig. 5b. the resolution of the mr 2. IS shown as a function of momentum. 

Fran the reconstructed spatial and kinematic quantities, the position 

of apertures, the target, and the veto counter, V. were detenined and the 

appropriate cuts selected. A brief description of the most important cuts 

is given in Table II. These cuts were applied to both the data 2nd Monte 

Carlo distributions. 

Uonte Carlo Simulation 

A Uonte Carlo simulation determined the spatial acceptance of the 

apertures and the migration of events due to PWC resolution and aultiple 

scattering in the PWC's. The Monte Carlo events were generated using BEAM 

events to determine the incident phase space. Since we found no 

significant difference in the phase space of pions, kaons. and protons, 

the Monte Carlo incident phase space was based on all three particles. 

Thus only one Honte Carlo distribution at each momentum and beam charge 

was used. 

The polar and azimuthal scattering angles and the longitudinal 

posftlon of the scattering vertex were ,generated from a unfform random 

distribution. Multiple scattering in the PUC's was included as the track 

was propagated through the apparatus. The PM: spatial resolution was 

rlmulated and spatial and kinematic quantities were reconstructed. .The 

sane cuts applied to the reconstructed data quantities were also ~applied 

to the Monte Carlo reconstructed quantities. In Flg. 6 a typical 

acceptance 1s shown as a function of q. At q = 0.040 GeV/c (-t = 0.0016 

(CeV/c)*) the acceptance is typically 502 and rapidly rises to a maximum 
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of 75 to 80%. At e = 1 mrad'thc vertical apertures of the magnet and PHC 

stations 4 and 6 combine to sharply decrease the acceptance. At larger 

angles (8 = 2.5 farad) the acceptance flattens out between 10 and 15%. The 

statistical accuracy of the acceptance distributions is less than 0.3'; 

per q-bin and is approximately ten times smaller than the statistical 

error of the data. 

Because of the sharp behaviour of the~acceptance, extensive studies 

and checks were made for systematic effects. The most important of these 

Yere detailed comparisons of the data and Monte Carlo distributions of 

kinematic and spatial quantities. At each energy and beam charge the 

majority particle's data distributions ware compared with the Monte Carlo 

distributions weighted by the appropriate cross sections. kle found that 

these distribution were in very good agreement. 

Target Empty Subtraction 

The normalized target full and target empty distributions, NF and 

tl" , were obtained as follows: 

NF(qi) - NScF hi) * RsF / NbF 

NOT I Nsc %li) * Rsm / NbM , 

where Nsc'(qi) and NscPTT(qi) are the number of full and empty target, 

5CATTER events that passed all the cuts and had q In the range qi-dq/2 5.q 

( q,tAq/2; NbF and NbMT are the number of full and empty target 

reconstructed BEAM events. The bin size of the distribution, Aq, varied 

from 0.002 GeV/c at 70 GeV/c to 0.005 GeV/c at 200 CeV/c. The sampling 

rate R, is given by: 
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Rs = N s-b / No* 

where Rs is the total number of reconstructed SCATTER events and fISmb is 

the total number of reconstructed SCATTER events that are also BEAn 

events. Typically RS was l/225 for target full runs and l/450 for target 

empty runs. The ratio, Nb / RS, is the total incident flux corrected for 

dead time corrections and absorbtion losses .in the apparatus. 

The data scattering distribution, SD(qi), is given by: 

Sohi) = (N'h,) - NMT(qi)) I (D+*Aq), 

where D is the number of protons per unit volume of LH2 and L is the 

target length. The target empty correctton N HT is largest at 200 GeV/c 

where it is 30% of NF at -t = 0.0016 (GeV/c)*. but rapidly decreases to 

zero at -t - 0.01 (GeV/c)*. The statistical error of NF and RMT are 

dominated by the statistical errors of RsF and RSM which are typically 1% 

and 73 respectively and are independent of t. In summary, So(qi) is the 

differential cross section for scattering in the liquid hydrogen as 

measured by our apparatus. 

Corrections to Theoretical Cross Section 

The theoretical cross sections given by Eqs. 6 and 7 ware modified to 

include the following corrections: multiple scattering, resolution, 

acceptance, HSO efficiency, and radiative losses. 

Since our aultfple Coulomb scattering distribution wfdth is fn very 

good agreement with Ploliere's prediction, wa extend the Moliere formalism 

to include the interference and nuclear contributions. This transforms 
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the thcorctical cross sections of Eqs. 6 and 7 into Moliere distributions, 

SEiSe and Sns 
ff , due to multiple scattering in the liquid hydrogen. In the 

t range of interest these distributions are approximated by: 

sHSe = oc (l- ccp + ye (1t ‘*) l one (1+ ‘“7 

%S 
ff P oc (l- q-l + OIff (1t EJ + .“ff (1+ ‘“f’), 

where cc is Bethe's result in Ref. 34 due to pure Coulomb scattering, cI 

is the multiple scattering correction due to the interference term. and 

E,, is the double nuclear scattering correction. These corrections are 

given as follows: 

cc = (4w* / Itl) 1. 1 + .043 ln(.16 )tl I w*) I 

EI = (Iv2 / ItI) l (1.333 w4 / t2) 

one = ( 0 L atot (l+p*)) / (64ab2be(0) exp[(Bt+Ct*)/2]) 

c” ff = ( D L o tot2 (I+,,*)) : (64&*bff(0) G,(t) Gp(t) exP(-ut/*)) , 

where w is the I/e width of the projected Coulomb rmltfple scattering 

Gaussian distribution. 0 and I.. as defined above, are the number of 

protons per unit volume of LH2 and the target length. Since L is 52.7 cm. 

then w is 3.68 FleV/c. At -t = 0.0016 (GeV/c)*. cc and cI are 42 and 1X 

corrections and rapidly decrease with increasing -t. The double 

scattering ccrrection. cn is less than 1X in our t range. The details of 

the multiple scattering corrections are found in Ref. 32. 

The theoretical cross section corrected for acceptance and 

resolution, Sti,A,R(qi), is given by: 
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% S.A,RW = 5 

aj*w2 

qi -h/2 
dq! J: 2q"dq" SMSh") R(q",q') 

where R(q",q') is the probability that a scatter generated with q = q' 

passed all the aperture and kinematic cdts and was reconstructed as a 

scatter with q = q'. The function R(q'.q') is numerically generated by 

the nonte Carlo. It would be extremely time consuming to evaluate the 

above integral every time a parameter was changed in the -fitting 

procedure. To avoid this, the cross section, Stfs(q) was expanded into a 

series such that the parameters of the fit are decoupled from q. For the 

exponential case we write symbolically: 

sac = Ij gje(Ps Bn C. ‘tot) hje(q), 

where gJ Is a function only of the parameters to be varfed and hJ Is d 

function only of q. In Ref. 32 gje, gj 
ff 

, hje, and hjff are explicitly 

defined. he found that a series expansion of TOO terns was sufficiently 

accurate( 1 part in IO'). The integration over the Monte Carlo events is 

performed only once and SEls,A,R(qi) is written as: 

Sns.~.R(~i) m 1 j gje(pB B. C. otot) <hje(qi)> * 

where 

ql**q12 
<hjehi )> -I- dq’ q-W2 

Zq’dq’ hjeW Nq*.q’). 

A similar procedure was followed for the form factor cross section. 

The theoretical cross section with all our corrections is given by: 

STh(qi) = %lS,A,R (I+ crad(qi)) / EHsD(qr) . 

where crad is the radiative correction and EhSD Is the total HSD 
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efficiency. We use the calculations of Sogard 36 to determine the loss of 

event 5, crad, from the elastic peak due to the radiation of photons. In 

this experiment the correction is significant only for pions; it 

increases from zero at t = 0 to about 5: at -t = 0.36 (GeV/c)* for the 

missing n~ss squared cut used in the analysis and for the width of the 

elastic peak. The HSD efficiency, EhSD, is 0.99 at -t = 0.0016 (GeV/c)2 

and rapidly becomes 1.0 with increasing -t. 

The scintillation counters, RVI. RV2, VH2, and VH3 were used to 

rexwe a 2 to 3% non-elastic background. After we applied these cuts, we 

observed that the inelastic contamination of the elastic peak was less 

than 1%. No additional correction for inelastic contamination was made. 

Fitting Procedure 

The fitting procedure consisted of minimizing the following x2: 

x 2 - 1 j (Sob+) - A,, STh(qi) I2 / oi2 , 

where the summation index, i, indicates the ith q-bin; o, is the 

statistical error of SD(qi); and An is an arbitrary normalization 

parameter. The x2 was mfninized by the prograa HIRUIT3' with the 

statistical errors on the parameters calculated by the subroutine HESSE. 

To -remove the effects of rmltiple scattering, resolution, 

accepatance, and normalization. the corrected data cross section, do'/dt. 

is given by: 

do'/dt = d o/dt (SD(qi) / (An S,,*(q,))l , 

where do /dt 1s the cross section given by Eq. 7 and STh l (qi) is STh(qi) 
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evaluated with our final parameters. Because of the extensive length of 

the corrected cross section tables, we do not publish them here. but do 

include them in Ref. 32. 
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RESULTS 

The Huclear Slope 

Since the determination of P is strongly correlated to the 

determination of the nuclear slope at small -t. tie first discuss the 

structure of the nuclear cross section. As fnentioned above recent 

experimntal results11-14 have observed substantial deviations from a 

constant exponential slope for -t > 0.025 (GeV/c)2. As we show below, the 

nuclear curvature, C, is approximately 5 (GeV/c)-4 for all six reactions. 

In the absence of direct experimental evidence below -t = 0.025 (GeV/c)2. 

ye assure that this curvature extends doHn to t = 0. Thus even in the 

small t range, 0.0 ( -t 5 0.10 (GeV/c)‘, the variation of the nuclear 

slope, b(t), is 1 (GeVlc)-' which has a significant effect on the 

determination of p. 

The nuclear curvature at large -t is demonstrated in Fig. 7. where 

dofdt for pp scattering at 200 GeVfc is shown. The theoretical curve was 

obtained by fitting the data in the range 0.0016 i -t ID.09 (GeV/c)2 with 

the exponential cross section Eq. 6 and C = 0. Ue note that the 

experimental cross section does not decrease as a simple exponential. 

Similar behaviour is observed for all six reactions between 125 and 200 

GeV/c (below 125 Gel//c our t range is too small to observe curvature). By 

fitting the data with Eq. 6 and allowing B and C to vary, we get a much 

better representation of the data. In Table III we present B and C for 

all six reactions at 200 GeV/c. The data were fit in the range 

0.01 i-t 5 0.36 (GeV/c)' with the exponential cross section Eq. 6 and e 

fixed to our final value‘(presented in the next section). We see that the 
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values of C are nearly particle independent and are approximately 5 

(Ge'i/~)-~. 

However the following considerations suggest that an alternative 

formulation for the nuclear cross section should be used. We find that 

our values of B and C depend on the t range of the fit. There is also 

considerable evidence from other experiments that a constant curvature 

does not describe the data we11.1'-14 In addition our reduced t range at 

lower momenta does not allow a very accurate simultaneous determination of 

both B and C, although the values of B and C ware consistent with those 

found at 200 GeV/c. 

Ue found in a related experiment 11 on elastic of pp. x+p, and I-P 

scattering at 200 GeV/c with a high statistical sample in the range 

0.025 5 -t 5 0.62 (GeV/c)2. that the AQM fonwlation fit the data rather 

well. Similarly we find with this experirrent that the form factor cross 

section, Eq. 7. with only one free parameter. u, fits very well all six 

hadronic interactions. Ue find that the x2 's for the form factor fits 

are canparable to those of the exponential cross section with both B and C 

free to vary. Also the value of u is insensitive to the t range of the 

fit. 

The local nuclear slope, b(t), provides a mechanism for making a 

detailed comparison between data and theory. Using the values of u from 

our final fits at 200 GeV/c (presented in the next section), we calculate 

the form factor nuclear slope, bff(t), given by Eq. 9. In Figure 8 we 

compare bff(t) to previous measurements of the nuclear slope for pp. x+p. 

and v-p at approximately 200 GeV/c. The slope bff(t) is shown by the 
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solid lioc and is extended beyond the t range of our fits by the ootted 

line. The dashed lines represent the envelope of the uncertainties of the 

local slopes from fits made to our data using the t intervals employed by 

Schiz et al. Our results are in rather good agreement with previous 

measurements. 

Our data indicates that the changing curvature is exhibited by all 

six reactions from 100 to 200 GeV/c. In Figures 9a-f we compare the form 

factor slope, bff(t). with the exponential parametrization of the nuclear 

slope. be(t), of Ayres et a1.T2 and Akerlof et a1.12 at -t = 0.1 and 0.2 

(GeV/c)'. Ue note the excellent agreement of the local slopes at -t - 

0.2 (CeV/c)'. At -t = 0.1 (GeV/c)' our local slopes are substantially 

higher than the values of Ayres et al. and Akerlof et al., indicating that 

the curvature is increasing with decreasing -t for all sfx reactions. 

The form factor cross section provides an elegant explanatfon for 

the large curvature that we neasure at low -t and the small curvature that 

Ayres et al. and Akerlof et al. measure at higher -t. For instance, in pp 

scattering the form factor curvature. cff(t), equals 4.9 (GeV/c) 
-4 at t = 

0.2 (GeV/cj2. which is good agreement with C = 5 (GeV/c)-4. At t = 0.4 

(GeV/c)'. the curvature has decreased to cff(t) = 2.3 (GeV/c)-4 which is 

in good agreement with previous measurements 12 of C in this t range. 

Calculating c"(t) for other reactions, we see that the curvature is 

almost particle and momenttxa independent. This is also in good agreement 

with previous measurements. 

Because of the short lever arm and Tw statistics at large -t of 

this data, we are unable to fit for the nuclear form factor radii. 
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However in our previous result 11 , we were able to fit for the proton and 

pion nuclear radii. The fits tended to give values of proton radius 7% 

smaller than the electrowgnetic values, while the pion radius was 

consistent with the electromagnetic measurements. For kaons we have no 

such independent check and only one experimental measure of the kaon 

radius.' To first order our values of p are insensitive to small changes 

in the radii, since the values of u will vary to compensate. _ 

To illustrate the stability of the form factor fits, the data at 200 

GeV/c were fit with the form factor cross section in the intervals 0.0016 

5 -t 5 -t,,. To contrast our sensitivity fits were also made with the 

exponential cross section with C - 0. For both types of fits the values 

of -t,, ranged from 0.05 to 0.36 (GeV/c)2. In Fig. 10a the fitted 

values of B and u are plotted as a function of -t,,x for all six reactions 

at 200 GeV/c. For convenience B and u are superimposed and a dashed line 

goes through the value of u from our final fits. We note as the.range of 

the fit increased B decreased, while u remained constant within 

statistical errors. The x2 per degree of freedom also rapidly increased 

for the exponential case but remained near one for the form factor case. 

Since p is strongly correlated to the nuclear slope, the variation of p 

follows the variation of B and u. In addition the variations of p for 

particle and anti-particle will be reversed. This behaviour is shown in 

Fig. lob, where a dashed line goes through the value of o from our final 

fits. For small -tPMX the values of e for both formulations converge, 

although with large uncertainties. At lower nomanta the same behaviour is 

noted, but over reduced t ranges. Results of fits to the data with the 

exponential cross section and C fixed to the values of Table 3 are similar 
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to those with the form factor, but with slightly larger variations of p 

and B as a function of -tmax. 

In, sumnary. we choose the form factor cross section, Eq. 7. since it 

gives a good representation of the data and makes the determination of p 

less sensitive to the fitting range. A fjt over a larger t Interval 

increases the statistical certainty in p by increasing the certainty in 

the slope parameter. 

The Real Parts 

In Tables IV-IX we present the results of fitting the data with the 

form factor cross section over the indicated t ranges. The parameters p, 

u and A, were ailowed to vary except at 70 Gev/c. where u was held 

constant. The value of u at 70 GeV/c was detemined by fitting the values 

of u from higher monwta to the logarithmic function uf given by 

uf = a + b lnbbeaml. 

The total cross section, otOt, was held fixed to the values of Carroll et 

al.% 

In Figs. lla-f the corrected data and form factor cross sectlons are 

compared over the full t range for all SIX particles at all six momenta. 

In Figsr l&f we compare the data and form facto? cross sections divided 

by the form factor cross section with p = 0 over the flttlng Interval. 

Systematics 

Studies were made to determined the sensitivity of the results to 

variztlons of the more' important cuts. Each of the first five cuts In 
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Table 2 were nade significantly more restrictive and were applied one at a 

tine to both data and t%nte Carlo distributions. Hew fits were made for 

all particles at all energies; the resulting values of p, u, and An were 

all within the statistical errors of our final results. We emphasize that 

the data for three particles of like charge at a given momentum had the 

saw cuts applied. In addition only the veto cut varied significantly 

between momenta due to the changing veto size. 

Ye believe that the normalization parameter, A,,, was needed to 

canpensate for losses of BEM events due to PWC inefficiencies. Although 

the Monte Carlo simulated the t dependent effects of these inefficiencies 

(Cut 6 in Table 2). we had no reliable way of estimating these effects on 

the overall normalization. Ue expect that the values of An should then be 

the same for all three particles taken simultaneously. In Tables 3 and 4 

we see that the values of An are in good agreerent for the like charge 

particles at a given momentum. At 200 GeV/c the team area was smallest 

and thus !mre sensitive to these corrections. 

Measurements were also made at 100 G&'/c with negative charge 

particles. But because of problems during the data acquiiition. we have 

not included them in our results. 

In the fitting procedure we found that the statistical errors on D, u 

and An are symmetric and parabolic and that the X 2 contours are smooth 

a$ ellipsoidal. The dependence of p , u. and An on.each other and other 

quantities are given by the derivatives in Tables IV-IX. The derivatives 

doldu. dPldA,, and dufdh,, were determined by fixing the parameter in the 

denominator to a different value and allowing the other two parameters to 
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vary. The derivatives with respect to other quantities were determined by 

allowing all three parameters to vary. Ue note that (doldu) ou and 

bIdAn) OA comprise about half of the statistical error of p. Since the 
n 

total cross sections have uncertainties between 0.1 to 0.25%. they 

contribute very little to the systematic error. The main contributions to 

the systematic errors come from the uncertainty of the absolute tnomentum 

(Ap/p was about 0.3%) and the uncertainty of the target empty subtraction 

(about 3.0%). The largest error to p from the romzntun uncertainty occurs 

at 70 G&'/c where it is 0.008. The largest error on p due to the target 

mpty subtraction is 0.008 at 200 GeV/c. Typically the two errors add In 

quadrature to a 0.01 error in o. We believe the systematic errors are 

point to point, rather than scale shifts and are added quadratically with 

our statistical errors to give the total error. The statistical, 

systemtfc, and total errors for p and u are a:so fncluded in Tables 

IV-IX. 

OISClJSSION 

In Figs. 13a-f we compare our values of p for all six reacttons with 

previous masuremcnts and various dispersion relation predictions. For 

,+p the values of p are quite consistent with the predictions of of 

Hendrick et. al. and of Hohler et al.. while those of Lipkin are slightly 

low. However for m-p the values of p are more consistent with Lipkin, 

&ile those of Hendrick and Hohler seem a little high. For K+p and K-p 

th.? predictions of Hendrick et. al. and Lipkln fit the data well. while 

the results of Oumbrajs are somewhat low. The predictions of Lipkin and 

Hendrick et. al. are in very good agreefmznt with the pp real parts. 
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Our pp results are higher than dispersion predictions and previous 

experimental results. We believe that this is due to the steeper Slope we 

have measured in the fonrard direction. In order to verify this, we fit 

the data' of Jenkins et a1.I wth the form factor cross section. Since 

their t range is severely limited. we use the values of u given by the 

function uf (Eq. 10). In Table X we present the results of the fits. in 

which the X2's are as good as with their exponential fits. In Fi$ 14 we 

have plotted the refitted real parts of Jenkins et al. and see that they 

are in good agreement with our results. 

On the other hand, we can fit our data at 200 GeV/c using the 

-2 exponential cross section and Jenkins' slope, B = 11.56 * 0.12 (GeV/c) . 

Our values of p are then consistent with their published results, but only 

if vie use the limited t range, 0.0016 i -t'O.O4 (GeV/c)2. If we extend 

the range of our fit to -t,, = 0.09 (G&'/c)', the steep fall off of Our 

data forces p to be inconsistent. The slopes that Jenkins et al. uses 

comes from a logarithmic fit to a previcus msasuremnt 
39 made in the range 

0.005 < -t < 0.09 (GWC)~. To compare slopes we fit our data with the 

exponential cross section and C = 0.0 (GeV/c) 
-4 

and -t,, = 0.09 (CeV/c)2. 

Ue obtain B = 12.24 e 0.17 (GeV/c)-2. which still leaves a discrepancy in 

the slope of 0.73 (GeV/c)-2. 

CONCLUSIONS 

Ye find that the real parts for Ep, v+p. r-p, K+p, and K-p are in 

good agreement with dispersion relations. The real parts for pp, however. 

are higher than dispersion relations and indicate that P pp goes through 

zero near 175 GeVlc. Hendrick et al. point out that the contributions 
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fron pole terns and unphysical cuts for pp and pp scattering are still 

significant at these energies. Since the contributions are the same for 

both reactions, it is then puzzling to have such good agreement between 

our bp results and the dispersion relations of Hendrick et al. and Lipkin. 

As derivative dispersion relations show, the real part at high 

energies becomes a local function of the total cross section. 

Specifically the real part is strongly correlated to the first derivative 

of the total cross section with respect to energy. This is reflected the 

in the similarity of the different canputations of dispersion relations 

even when they differ In their extrapolations to higher energies. OUT- 

results are consistent with increasing total cross sections for all six 

react ions. In particular following the cross section predictions of 

Lipkin. we expect the Fp total cross section to start increasing in the 

neighborhood of 300 GeV/c. 
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TABLE I 

Koner,ta Used in the Analysis 

Nominal Beam 

tlomentum Momentum 

(G&/c) (GeV/c) 

Momentum 

Uncertainty 

(AP/P) 

70 70 -00 0.0036 

100 100 .DD 0.0030 

125 124.77 0.0016 

150 151.44 0.0033 

175 174.33 0.0037 

200 200.80 0.0038 
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TABLE II 

Principal Cuts Used in the Analysis 

No. Cut Description 

1 The limiting aperture of the .high resolution PUC's was the 

sensitive area of station 4. Tracks were required to be 

within its reduced area. 

2 The spectrometer mdgnet channel cross section was a rectangle 

with rounded corners as shown in Fig. 2. The limiting 

aperture of the spectrometer magnets was its most downstream 

exit. Tracks were required to be within its reduced area. 

6 

7 

Tracks in the veto plane ware required to be outside an 

enlarged veto region. See Fig. 2. 

The longitudinal position of the interaction vetex was 

required to be within the target region. 

The recoil mass squared, mr2, as defined in the text was 

required to be In the neighborhood of the proton mass 

squared. 

Since stations 1 and 2 defined the incident beam phase space, 

rn inefficient or inactive PUC area nds of no consequence. 

In station 3 the redundancy of x, y. u. and v measurmnts 

made such inefficiencies negligible. However in station 4 

there is no redundancy and tracks ware required to be outside 

of inefficient or inactive weds. 

The final aperture of the apparatus was station 6. All 

tracks were required to be within its sensitive area. 
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Acronym 

MOMENTUH 

RHO 

RSTA;.RSYS 

U 

USTAT.lJSYS 

AN 

SIGT 

CHI/D.F. 

D.F. 

EVENTS (K) 

MPTYERR 

DRlDU 

DRfDAN 

DR/DHPTY 

DR/DSIGT 

DRIDRA 

DR/DRP 

DR/JCMC+l 

OUIDAN 

DUIDUPTY 

DUIDSIGT 

DUIDRA 

DUIDRP 

DUlDCMCU 

DANIDHPTY 

DAN/DSIGT 

DANIDRA 

.DAN/DRP 

DAN/DCWl 

TMIN.TMAX 
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LEGEND FOR TA8LES IV-IX 

DeSCriptiOna 

'beam 
D 2 total error 

statistical,systematic errors on P 

v * total error 

statistical.systematic errors on u 

A, 

0 tot 
x Z/degrees of freedan 

degrees of freedom 

number of events in thousands 

AR MT/RSMT 

dp;du 

doIdA, 

R,?dp/dR,") 

do/d atot 

doldra 

doldrp 

pbeam(dp'dpbeam) 
WdA, 

RsHT(du/dRsm) 

duld "tot 

duldr, 

du/drp 

pbeam(du'dPbeam) 

RsMT(dA,/dRsmT) 

dW atot 

dA,/dra 

dA,/drp 

Pbeam(dAn/dPbeam) 

-tmi n *Aax 

Units 

GeV/c 
__ 

-- 

(G~V/C)-~ 

(GeV/c Is2 
-- 

mb - 
-- 

-- 

-_ 

-- 

(GeV/c)' 
-- 

-- 

la-1 

fm-l 

fm-I 
me 

(GeV/c)-' 

(GeV/c)-' 

(G&'/c)-~ mb-1 

(GM)-' fin-' 

(GeV/c)-* fm-' 

(GeVlc)'? 

-_ 

atI- 

f"-I 

fn'I 

aThe parameters are defined as follows: o,u,otot In Eq. 7; 

ra,rp in Eq. 3; RS and An in the Analysls Section. 
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FIGURE CAPTIGNS 

FIG. 1 Plan view of experimental apparatus (not to scale left of vertical 

dashed line). 

FIG. 2 Veto plane geometry. The small rectangle represents the counter 

V; the shaded region denotes the projection of the d&stream 

spectrometer magnet onto the veto plane; and the X indicates 

where the beam axis enters the page. The circles are the loci of 

particles with 200 GeV/c incident momentum that scattered from the 

beam axis with the indicated values of It.1 in units of (GeV/c)'. 

FIG. 3 Schematic representation of HFSD calculations. 

FIG. 4 HSD efficiency in the x direction as a function of q, at (a) 70 

GeV/c and (b) 200 GeV/c. The error bars indicate the statistical 

uncertainty of the curves. 

FIG. 5 Apparatus resolution as a function of momentum: (a) q resoiution 

and (b) recoil mass squared. The solid line is the constant 

contribution due to multiple scattering, while the vertically 

striped band is the angle dependent PWC resolution. The 

horizontally striped band is the sum in quadrature of these two 

contributions. 

FIG. 6 Apparatus acceptance as a function of q at 200 GeV/c. 

FIG. 7 d o/dt versus t for 99 elastic scattering at 200 GeV/c. The 

theoretical curve is the exponential cross section with C = 0 fit 



to the data in the range 0.0016 5 -t (0.09 (GeV/c)'. 

FIG. 8 Local slopes as a function of t for 99, v*9. and r-9 elastic 

scattering. The solid line is the form factor slope, bff(t). as 

determined from the values of u in Tables IV. V, and VII and is 

extended beyond the t range of the fits by the dotted line. The 

dashed line represents the envelope of the uncertainties of the 

local slopes from fits made to our data using the same t intervals 

employed by Schiz et al. 

FIG. 9 Local slopes as a function of rmmentum at -t * 0.1 and 0.2 

(GeV/c12 for (a) 99. (b) r'9. (c) K+P, (d) FP. (e) w-9, and K-9 

elastic scattering. The slopes from this experiment are 

calculated using bff(t) with the values of u from Tables IV - IX. 

The slopes of Ayres et al. and Akerlof et al. are calculated using 

be(t) with their values of B and C. 

FIG. 10 Sensitivity of the parameters to the upper limit of the t range of 

the fit at 200 GeVlc for 99. r'p. K+p. Tj,, z-9, and K-9. The form 

factor cross section and the exponential cross section with C * 0 

were fit to the data over the t range 0.0016 (GeV/c)' 5 -t 5 

-sax- In (a) the resulting slope parameters, u and 6 are 

- arbltrarily superimposed. In (b) the resulting values of p are 

shown. For both (a) and (b) the dashed line is drawn through the 

values found in Tables IV - IX. 

FIG. 11 d c/dt Versus -t at all incident momenta for (a) pp. (b) x+9, (c) 

K+p, (d) Fp, (e) w-9, and (f) K-9 elastic Scattering. The cross 

sections have been multiplied by the indicated factor. 
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FIG. 12 d o/dt measured and d o/dt theoretical (solid line) divided by 

do /dt theoretical but with 9 = 0 for (a) pp. (b) x*9, (c) K*p, 

Id) F9. (e) x-9, and (f) K-9. doidt theoretical is the fona 

factor cross section as parametrized in Tables IV - IX. The 

dashed line Is to guide the eye. 

FIG. 13 n as a function of momentum for (a) 99. (b) n+p. (c) K+p, (d) irp. 

(e) m-9, and (f) K-9. The curves are dispersion relation 

predictions. 

FIG. 14 p for pp elastic scattering versus momentum but with Jenkins et 

al.'s data refitted (See text and Table X). 
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