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ABSTRACT 

Hadron-nucleus interactions have been. studied in the 

50 to 200 GeV/c momentum range for incident pions, kaons, 

protons and antiprotons. Average charged multiplicities, 

dispersions of multiplicity distributions, inelastic 

cross sections and angular distributions are presented. 

The energy dependence of the target and projectile frag- . 
mentation regions is studied in detail. . 
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1. INTRODUCTION 

Hadron-nucleus interactions have been studied extensively in 

recent years.1 For incoherent interacticns, the multiplicity of 

charged particles does not depend strongly oti the atomic number A, 

or the incident particle type. In addition, the mean multiplicity 

has a weak-energy dependence, similar to that seen in pp colli- 

#iOIlS. The lack of significant nuclear cascading has led to the 

conclusion that the high energy secondaries produced in the 

fundamental hadron-nucleon collision take a long time to form 

compared to nuclear dimensions. 

Theoretical attempts to interpret the detailed features of 

hadrdn-nucleus data have depended on using data from several 

different experiments. Until this experiment the effects of 

incident projectile types, incident energy, and target species have 

not been studied using the same apparatus. Pions, kaons, and 

protons of both. polarities with momenta ranging from 50 to 200 

GeV/c were incident on targets ranging from beryllium to uranium. 

Absorption cross-sections, charged particle multiplicities and 

angular distributions were measured. It is boped that strong 

constraints can be applied to theoretic&l models because of’thr 

systematic consistency of these measurements. 

Earlier publications haste reported on specific results of thi8 

l rperiment.' Detailed descriptions of the apparatus, data oollec- 

Clan procedure, analyses and corrections are given f.? Sections II, 

III end IV. Tabular listings of all the results and consistency 
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checks are presented in Section V. comparisons with other l xperl- 

rents and a discussion of results are given in Sections VI and VII, 

followed by general conclusions in Section VIII. 

II.. EXPERIMENTAL APPARATUS AW PROCWURES 

The experiment was performed at Fermilab using the Pi6 WI- 

separated charged beam in the Meson Laboratory. Two sets df mea- 

8ucements were made which will be referred to as Part I and Pact II 

in the following discussions. In Part I, the general featurea of 

hadron-nucleus interactions were studied by wasurfng DuCleaC 

absorption CLOSS sections and average charged multiplicities using 

an untagged negative beam at 100 and 175 GeV/c. A more detailed 

study vaa carried out in Part II. In addition to measuring the 

angular distributions of secondaries with an augmented detector, 

the projectile dependence was investigated using Cerenkor counters 

to,identify incident particies of both signs in the momentul range 

50 to 200 GeV/c. For both pacts of the experiment l lead radiator 

was installed at an upstream focus to remoVe eiactrona frcl tbo 

bean. 

A. Part I - Apparatus 

The apparatun, shown schematically in Fig. 1, was placed at 

the.aecond focus of the beam line. A scintillation counter tele- 

scope consisting of trigger counters Tl and T2 with bole countecs 

Vl and V2 in veto defined the incident particle trajectory. The 
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pulse height in Tl was required to be less than 1.5 times minimum 

ionizing to decrease the possibility of more than one particle 

arriving within the resolution time of the trigger. In addition, 

successive incident particles were required to be separated in time 

by at least 150 nsec because of the slov response time of the detec- 

tion apparatus. 

The data acquisition system was triggered by an inelastic 

interaction indicated by the presence of one or more wide-angle 

secondaries or more than one forward particle. Counters dE/d;i and 

dE/dx2 were used with 1.5 times minimum ionizing thresholds for 

forward particles, and hole counters W1 and W2 intercepted wide- 

angle tracks. A 2 cm thi’ck aluminum plate shielding W2 reduced the 

trigger rate from -rays. The trigger was a three-fold coincidence 

between the beam trigger, the inclusive OR of dEjdx1 and Wl, and the 

inclusive OR of dE/dx2 and Wt. Finally, a third beam trigger 

counter, V3, placed on the downstream beam trajectory after a 

series of dipole magnets tjas added in anticoincidence to further 

reduce spurious triggers. 

Since the incident particles were not .identified, only 

negative particles were used to maximize the pion component. The 

hadron composition of the beam’ was 93.8t pions, 4.1* kaons, and 

2.1t ant!protons at 100 GeV/c, and 96.2a pions, 3.43 kaons, and 

0.4% antiprotons at 175 GeV/c. At both momenta, the muon component 

amounted to approximately la of the hadron component. 

The multiplicity detector, as shown in Fig. 1, consisted of 13 

counters. Nelve counters formed a truncated cone with the axis 
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along the incident beam direction. These 12 elements were made of 

ultra violet t;ansmitting (VVT) lucite. A l/2* carbon layer, which 

absorbed low-energy d-rays, lined the .inside upstream face of the 

cone. The 13th counter, labeled "C* in Fig. 1, was a 12-sided 

bevelled slab of VvT lucite which fitted into the hole of the trun- 

cated cone. 

All 13 counters were designed to detect only relativfstic 

particles. As shown in Fig. 2, VVT lucite emits substantiai Ceren- 

kov light only for particles with velocities greater than approxi- 

q ateIy 0.85 C. Therefore, slow secondaries such as nuclear 

fragments would not be detected in these counters. From Pig. 2 it 

is also apparent that for highly relativistic particles (v 2 3) the 

light output from VVT lucite is constant, regardless of the 

particle momentum. This property was used to count the number ~of 

relativistic secondaries traversing the forward-looking -i? counter 

by means of pulse height. A typical pulse-height spectrum result- 

ing from hadron-aluminum interactions is shown in Fig. 3. 

B- Part II - Apparatus 

In Part II, the experiment was moved downstream of the H6 bear 

line Cerenkov counters so that particle identification on an event- 

by-event basis could be used. Pigure 4a shows the layout of'the 

beam line trigger and v~eto counters. Requirements similar to those 

used in Part I were imposed on the separation between successive 

incident particles. ' Bowever, downstream dipole magnets were not 

present at this location to isolate the interaction region from the 

ftnal veto counter V3. Thus V3 waf not used in the trigger but was 

recorded for subsequent analysis. 
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The detection apparatus was augmented as diagrammed in Fig. 

4b in order to measure the angular distribution of secondaries. 

The 12 element cone-shaped hodoscope was separated from the 

forward-looking 'C" counter by approximately 1.2 meters, and three 

ring-shaped hodoscopes were placed in the intervening space. Each 

ring hodoscope consisted of two layers of six counters; each 

counter subtended 60° of the azimuth with the layers rotated by 30° 

relative to one another. The upstream layer was made of 3/4v WJT 

lucite; the downstream one of 44' scintillator. The lucite 

imposed a velocity selection of 6 2 0.83, and also served as a 6- 

ray absorber so that only the most energeticb-rays would penetrate 

to the scintillator layer. 

As in Part I, the data acquisition system was triggered by an 

inelastic interaction signaled by the presence of wide-angle 

secondaries or xvcre than one forward particle. The three ring 

bodoscopes were used to detect wide-angle secondaries by requiring 

a coincidence between both layers of a given King. The two dE/dx 

counters vith 1.5 times minimum ionirtng thresholds were used in 

coincidence to detect forward secondaries. Thus the trigger 

consisted of the inclusive OR of the above two systems in coinci- 

dence with a beam trigger. 

C. Experimental Procedure 

Ia both parts of the experiment, data were collected with the 

apparatus placed in several configurations. 'By moving the target 

ritb respect to the multiplicity detector and by varying the 

relative positions of the separate parts of the detector, several 
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different configurations for the angular acceptance were obtained. 

A summary of these acceptances in terms of both the laboratory 

pola: angle Sb and pseudorapidity n - -fnitan(SI,/2)), is shown ia 

Fig. 5. The limits on the acceptance were defined by tbe do&stream 

veto counter in the forward region and the upstream edge of the 12- 

element hodoscope in the wide-angle region. 

Data uere taken for several thicknesses of each target 

material listed in Table 1 to allow an extrapolation of the results 

to xero thickness. Target lengths ranged from 0.5* to 5% of an 

absorption length for carbon (0.01 to 0.1 radiation length8) to 

0.1% to la of an absorption length for lead (0.03 to 0.3 radiatioo 

lengths). Hydrogen results were acquired by (I polyethylene-carbon 

subtraction. 

III. ANALYSIS 

In Part I of the experiment, pulse height infocn8tion from the 

-C counter was digitized 'and accumulated in a pul5e-beigbt 

analyzer. Eight independent spectra were collected siaultaneou8ly 

depending on the number of slats that had fired in the ride-angle 

hodoscop.. Nhen 7 or more of then 12 slate fired, the corresponding 

pulse height information was added to the eighth spectrum. Thus, 

the data record consisted of eight integrated pulse height 5psctr5 

5nd corresponding flux scaler information. 

Since tbe objective of Part II ras to measure tbe 8ngulu 

distributlon5 of aecondacies, vC counter pulse height iafor~atloa 
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was collected on an event-by-event basis using a RIP-ll/lO 

computer. In addition, the status of the 36 ring-hodoscope slats, 

12 wide-angle slats, beam veto counter ~3, and 3 particle identify- 

ing beam Cerenkov counters was recorded for each event. 

The first stage of the analysis removed events with low total 

multiplicities; 2 3 charged relativistic particles for Part I, 5 2 

for Part II. The clear separation of 1, 2, and 3-particle peaks in 

the vC= counter pulse height spectrum (Fig. 3) enabled this to be 

accomplished. This cut eliminated a large fraction of the triggers -. 
caused by single d-ray production in the target, beam particles 

which gave large pulse heights in both dE/dxl and dE/dx2, and 

elastic collisions. Next, empty target contributions corresponding 

to - 0.2# of an fnteraction length were subtracted for each run. 

Part II data had an additional requirement of unambiguous beam- 

particle identification, and the downstream veto counter require- 

ment was implemented in software. Interactionrates at this stage 

of the analysis required a multiplicity-dependent correction, 

described later, for the loss of inelastic events resulting from 

th6 low multiplicity cut before cross sections could be determined. 

In the second stage of the analysis, the average multipli- 

cities detected by each part of the apparatus were determined. .The 

different methods used for the gCg counter, wide-angle hodoscope 

and ring hodoscopes are described below. 

A) -C Cerenkov Counter 

The avar*ge multiplicity nc corresponding to a -17 counter 

pulse height distributio8i was computed from the mean pulse height 

ax* 8s 
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“= - <X>/<Xl’ 

where <xl> is the average pulse height of a single particle 

spectrum. This simple relation is true so long as the n-particle 

response is a simple n-fold convolution of the single particle 

response.' 

Similarly, the dispersion of the multiplicity distribution Do 

was computed from the dispersion of the pulse height spectrumD aaa 

Df -(D' - "cD;&>* 

where Dl is the dispersion of the one particle spectrum. 

B) Wide-Angle Hodoscooe 

Although the number of fired elements was known directly there 

was no attempt to detect multiple hits within a given element. 

Therefore, it was necessary to adjust the observed multiplicity for 

such occurrences. Assuming no azimuthal correlation8 bateeen 

secondaries, the probability P(r,n) of n secondaries bitting r out 

of l total of 12 counters is': 

o(r,n) - 12! 

r.l 

J-1,1 (&j[n 

(12-Cj! 12" - (r-j1:j: 

The product of the inverse of the above matrix and the observed 

multiplicity distribution resulted in the final distribution. The 

Dean and dispersion of this distribution wsre tbea oalculatad 
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directly. In the above equation, r and n range independently from 1 

to 7 for Part I and from 1 to 12 for Part II. 

C) Ring Aodoscopes 

As mentioned previously, each ring hodoscope defined 12 

distinct equal-sire azimuthal bins. Consequently, one out of a 

total of 2'* possible outcomes occurred for any given event. By 

invoking rotational symmetry this number is reduced to 322. Assum- 

ing no azimuthal correlations, the number of independent combina- 

tions can be further reduced to 73. 

The frequency distributions over the 32’2 possible patterns for 

uncorrelated n-prong events were calculated for each n separately. 

The effects of low enecgy6-rays were determined similarly assuming 

no penetration to the back scintillator layer. On the other hand, 

y-rays which converted into electron pairs deep in the lucite layer 

vould be detected only in the downstream scintillator layer. This 

effect was also taken into account. 

The experimentally observed 322 bin frequency vector from each 

ring was fitted to a linear superposition of the generated event 

rectors described above. The maximum multiplicity of these 

generated vectors was increased until both the average fitted 

multiplicity and cbi-squared per degree of freedom became constant. 

lo? statistically poorer data (e.g., kaon-induced events) lack of 

azimuthal correlations was assumed for the data and the frequency 

vectors were reduced to 73 bins. The validity of this procedure was 

checked by mtudying high ststistics proton-induced data. The 

results of the two methods were indistinguishable. 
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The third stage of the analysis consisted of combining info& 

mation from the separate parts of the detector. The mean total 

multiplicity was determined by adding average multiplicity results 

from thz individual parts of the detector. The ring-hodoscope 

analysis did not perait a straightforward determination of the 

dispersion of the total multiplicity distribution. tieace, 

dirpersion information was obtained only from Part I data. 

IV. GORRECTIONS 'IO TEE DATA 

Various corrections were then applied to obtain the final 

cross sections, multiplicities, and angular dist:ibutiOnS. 

A) cross sections 

Absorption cross sections for r--nucleus collisiOns were 

determined using the data frorp Part I. Coherent and elastic events 

were eliminated by ,removing the low multiplicity events in the 

first stage of the analysis. Estimates for the loss of low rulti- 

plicity incoherent events were made by assuming that tbo 

multiplicity distribution had the form n3e -h, with the high-multl- 

plicity data providing a cough determination of A. As low-multi- 

plicity events are a small contribution td hadron-nucleus inelastic 

cross sections ranging free -201 in 40 CeV/c s%arbOn c0llisions.' 

down to ,Sa in 200 G&/c v--emulsion collisions,' Systematic errors 

introduced by this procedure were estimated to contribute leas tbaa 

St. 

Cross sections were further corrected for won contuinatiw 

in the beu by renorulkinq the incident flux. T31o offeatm of tbo 
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amall K- and p contamination were calculated by estimating their 

absorption cross sections. The total correction arising from the 

untagged beam vas typically 3%. 

B) Angular Distributions 

The method used to determine the average number of Secondaries 

from low-multiplicity events for Part I has been described above. 

In Part II the number of such events vas estimated using the cross 

sections measured in Part I and Ref. 7. Assuming an average multi- 

plicity of 1.25, the effect of the low-multiplicity cut was 

included in the angular distributions as an overall normalization 

correction. Changing the assumed multiplicity from 1.25 to 0.75 

varied this normalisatiop by -21. In order to estimate the system- 

atic bias resulting from this procedure, a sample of hydrogen 

bubble chamber data' was analyzed identically. A 3a effect was 

seen in the hodoscope multiplicities and -108 effect in the ‘Cm 

counter. Consequently no angle-dependent corrections were applied 

to the distributions. 

nultiplicities from the wide-angle hodoscope were increased by 

-58 to correct for the cracks between adjacent elements. No 

correction was applied for interactions within an elementr it was 

assumed that the resulting secondaries would be contained within 

that element. 

Tbe analysis of the 'Cv counter spectra required knowledge of 

the average pulse height from a single celativiStic particle. Non- 

interacting beam particles. were used for this calibration. 

Badconic interactions of such a particle in the counter's radiator 
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would affect the average pulse height. This efEect was smaller for 

secondaries due to their lower momenta. On the other hand, c+e- 

pairs from v” decay photons cause an increase in pulse height lead- 

ing to an apparently higher multiplicity. The combined correction 

for these competing effects were ektimated, ,and the observed 

aultiplicity lowered by 39. 

Finally, the average multiplicities in each detector were 

linearly extrapolated to zero target thickness. This corrected for 

extra-nuclear cascades, conversion of y-rays from sO*s ig tbe 

target, and production of hard &rays. 

V. RESGLTS 

The results from Par,t I consist of absorption cross sections, 

coarse angular distributions, and multiplicity dispersions. The 

average of the 100 and 175 GeV/c I- absorption cross sections are 

summarized in Table 2. All systematic and statistical uncertain- 

ties are included in the errors. Angular distributions are listed 

in Tables 3 and 4 along with total multiplicities and 

dispersions. 

In Part II, data at all 3 detector configurations (see Fig. 5) 

were acquired for only a few of the 12 target materials studied. 

yor these targets, angular distributions were obtained directly by 

averaging over the 3 geometries , and the results are tabulated in 

Table-S;- The errors do not include uncertainties introduced by the 

low multiplicity corrections and the averaging over different 

geoaotries. Their ccubined effects are l stimeted to bm -3s. 
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Biultiplicity data from the remaining targets were combined 

with these results to generate a parameterized form of the target 

dependence of the angular distribution. The form of the parameter- 

ixation chosen was a polynomial in 3 where u’ is a measure of the 

average amount of nuclear material involved in an inelastic 

interaction. The parameter u' IS given by: 

where cN is the hadron-nucleon absor$ion cross section and oA is 

the corresponding hadron-nucleus cross section. Thus 3 is the 

average number of inelastic collisions that the incident hadron 

would undergo in traversing the nucleus assuming ,that all col- 

lisions are governed by the cross section of the incident hadron. 

A further understanding of the parameter v' is provided bj 

considering a simple model in which a nucleus 61th atomic number A 

is assumed to hav,e a density distribution (b,x). The probability 

for a hadron incident along the x-axis at impact'parameter b having 

Y collisions is 

/ 

m 

PW) -- “$ psi)” l 4d d*b 

-e 

vbere 

L- P (b,z)dz 
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The absorption cross section for the hadron-nucleus interaction 10 

then 

“,A = 
(l-e-sNL) d'b 

and the average number of collisions 3 18 

It is emphasized that 3 depends not only on the type of nucleus 

being considered, but also on the incident hadron. ?igure 6 ehow8 

typical P(v) distributious calculated using a Wood-Saxon form for 

the distribution of nuclear matter.' 

The results obtained from this overallparameteritation of the 

target dependence of the angular distributions are listed in Table 

6. Since the polynomial coefflcients are correlated, fractional 

errors on the number of secondaries at integer values of 3 are given 

instead of coefficient uncertainties.. The errors quoted do not 

include possible systematic biases arising from the usc.of a poly- 

nomial form in 3 to fit the data. 

The values of < used in this analysis were calculated by using 
experimentally measured hadron-nucleus cross oections at 25-60 

G?v/c' and hadron-proton data from Ref. 3. Corrections for tha 

energy dependence of v' uere calculated using the multiple-scatter- 

ing model rntioned above. Tbe resulting 3 ~atues for difforaat 

projeccilcs and energies were fitted to the form & for A P 1, a~4 

results l re*listed in Table 7. 
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In order to compare the total charged multiplicity results 

determined in the two parts of this experiment, several conversion 

factors must be applied to the Part I results. An acceptance factor 

was needed as SL 2 llO" for Pact I and SL 2 126O for Part II. At 

100 GeV/c, allowance for the different incident particle types, s+ 

and we, between the two parts was necessary, and at 175 GeV/c an 

incident momentum factor vas required to compare with the Part II 

200 GeV/c results. Finally, an analysis factor was needed for the 

wide-angle hodoscope fnformation as analyzing Part II -data 

identically to Part I resulted in a systematic decrease in nulti- 

plicity of 51 for heavy targets. The results of this comparison are 

given in Table 8 along with a list of the conversion factors used. 

txcept for uranium, the two parts of the experiment gave consistent 

results. Total multiplicities obtained in Part II are preferred 

because the equipment was capable of resolving higher multiplici- 

ties in the wide-angle hodoscope and had larger acceptance. 

VI. UYRPARISON OF RESULTS WITR OTRER EXPERIMENTS 

The nuclear absorption cross sections obtained from Part I are 

compared with 60 GeV/c and 200 GeV/c data"in Table 2. In Table' 9, 

multiplicities and dispersions for v-p interactions and bubble 

chamber experiments are compared."~""~ In Table l0 a comparison 

between 3 = 1 multiplicities (see Table 6) from Part II of this 

l speriment and bubble chamber data" is shown. It is estimated 

that the velocity requirement of 8 k 0.85 decreasea the total uul- 

tlplicity measured in thio experiment by -O.S.r* 
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Figure 7 compares 100 GeV/c hadton-proton rapidity distribu- 

tions N(by)/Ay’r with pseudorapidity distributions N(bn )/hn from 

this experiment. A systematic effect is evident. The pseudo- 

rapidity distributions of this experiment are shifted by -0.3 units 

with respect to the rapidity distributions. This is primarily due 

to the fact that out of necessity distributions in different vari- 

ables have been used in the comparison. Figure 8 shows that vheu 

bubble chamber datd are analyzed in an identifical way to data 

from this experiment excellent agreement is achieved. 

The CA2-C data obtained from this experiment satisfactorily 

reproduce the trends seen previously in bubble chamber data. ROW 

ever, they are not as prepise as the compiled world data for hadrolr 

proton interactions.” Thus in subsequent calculations involvinq 

total charged hydrogen multiplicities the latter, (with 0.5 

particles subtracted) are used. 

Figure 9 shows pseudorapidity distributions obtained from 200 

GeV emulsion exposures. I‘* ” They are compared with results of 

this experiment. The value of ; is -2.39 for a proton-emulsion 

interaction and is 2.06 for a pion-emulsion interaction. Similar 

comparisons of total nultiplicities’~~““‘~r* at various energies 

are given in Table LL. 

The angular distributions are also compared with data fror 

neutron-nucleus interactions. Figure I.0 shows a comparison of the 

atomic number dependence of the inclusive cross section o(An)/An 

from this experiment with that from Ref. 21.. yigure 11 is a CD‘ 

parison of the pseudorapidity distributions from neatron-induced 
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interactions in beryllium, copper, and.lead" with those initiated 

by protons in this experiment. 

VII. DISCUSSION OF RESULTS 

A. Total Multiplicities 

From Table 5 it is evident that the total multiplicities from 

nuclear targets increase slowly with nuclear thickness and incident 

energies. This is consistent with a slow evolution of the -. 
asymptotic state from a hadron-nucleon collision. A measure of the 

multiplication that does occur is given by the ratio of the hadron- 

nucleus multiplicities, <whA, from Table 5 to the corresponding 

badron-nucleon multiplicities '"'hp from Table 10. The 5 

dependence of this ratio, RA, is shown in Fig. 12. Effects of the 

errors on, <whp are not included. It is apparent that the effect of 

the incident hadron's identity is entirely accommodated by the use 

of the variable 3 to describe nuclear thicknesses. 

The hypothesis that all collisions other than the first are 

governed by the cross section of a pion rather than that of tha 

incident hadron" can be examined with the parameter 3'. It ir the 

everage number of inelastic collisions that the incident hadron h 

rould undergo in traversing the nucleus, assuming that; while the 

initial collision is governed by the cross section of the incident 

badron, all subsequent collisions are. governed by the piori .crosm 

l ectbn. The values of 3’ aie given by the formula: 
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31 - 1 t (3-l) 2 

The multiplicity ratio RA is plotted versus G1 for 50 and 100 CeV/c 

incident particles in Fig. 13. The universal behavior obsccvod 

oarlier is no longer evident. 

It could be argued that for this comparison, (n>sP or some 

weighted average of <zPhp and <n>rp, rather than <n>bp, should be 

used in the denominator of the scaled multiplicity. This would in 

fact make little difference. For example, RA foe lead would bs 

changed by only -101 if <Wlp rather than <mpp were used, wbilo G' 

would differ from G by - 308. Consequently e large effect would 

remain. 

Scaled total multiplicities are adequately described by l 

linear relationship between RA and 3. It can be seen from lip. 14 

that these data are not precise enough to differentiate between 

unconstrained fits and ones which are required to pass through the 

hadron-proton point (RA - 1, G l 1). Fit parameters are summarised 

in. Table ifs. No energy degendencc oi the paranetore ir l vldent. 

This can also be seen from ?ig. 15 where scaled multiplicities from 

three nuclear targets 8how no variation within the energy range of 

thir experiment. 

The results of using an alternative form for the perauterix4- 

tioa of tbo scaled multiplicities, Rn 08. 8, are shown ia TaOla 

at b. Fits l ra god for dats obtained with a unique type of ku 

projectile. aowever, there is no adequate universal fit. 
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24. Dispersion of Multiplicity Distribution 

Figure 16 shows that the relationship between the dispersion 

and the average of the multiplicity distribution is similar in 1-- 

nucleus interactions, D = (0.54 f 0.16) en> - (0.59 f 0.02), and v- 

-proton interactions,** D - 0.56vo - 0.58. 

C. Angular Distributions 

Differential multiplicities, N(bq)/bn from the 12 angular 

n’(n) regions were separately fitted to the form A in order to look 

for possible intranuclear cascading. The results of these fits are 

displayed in Fig. 17 for the various momenta and projectiles. 

Since this angular distribution is proportionalto the differential 

inelastic cross section,normalised by the total absorption cross 

section, the A-dependence of the differential cross section can be 

extracted 55 

o(n) - o’(q) + 7 

where v describes the A-dependence of the total cross section. 

Using v - 0.69, 0.77, and 0.75 for protons, kaons, and pions, 

respectively,’ the results in Fig. 17 show that o 6, ) becomes 

greater than unity in the region n 41.5 Indicating that cascading 

within the nucleus is taking place. 

The region of cascading does not appear to depend on incident 

particle type or incident momentum. All data in the forward region 

approach a’ - 0. There is no evidence of a*(n) becoming negative. 

Tb(8 18 in agreement with data from the neutron-nucleus data shown 
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in Fig. 10, but contradicts that which has been concluded from v- 

and p-emulsion exposures.“‘” AS the incident momentum is varied 

from 50 to 200 GeV/c, the value of a’ increases for all n 2 1.5. 

The increase with energy of the dispersion of the angular 

distribution is weakly dependent on nuclear thickness and 18 

approximately equal to the increase in kinematical phase-space. 

Angular distributions shown in Fig. 18 for various incident momenta 

illustrate these effects. 

A detailed study of the projectile fragmentation region San be 

achieved by boosting the laboratory frame to the rest frame of the 

incident projectile. There is no unique transformation for the 

pseudorapidity variable,. n. Consequently, ‘the rapidity boost, 

1/2wn (ZP/W), where p and m are the incident projectile*s 

momentum and mass, has been employed. Figure 19 shows the result of 

performing this boost on data for incident protons. The enecgy- 

independent region, in this frame, extends over- 5 units of pseu- 

dorapidity for the lead data reducing to - 4 units for the carbon 

data.” The energy-independent region for nucleon data is also 

shovn. Figure 20 shows that the energy-independent region is 

maintained over the same range of pseudorapidity regardless of 

incident particle type8 3 - 1 data from-this experiment are also 

rhoun aEd are consistent with the lead data over 9 units of (I. In 

the target fragmentation region, multiplicities frw different 

incident energies are consistent over -3 units of n, but there is no 

agreement with hydrogen data due to cascading within the nucleus. 

Comparing pfon-induced data with proton-induced date 8bwe. 

once l gain. that RAecaleo with ;. Frm Fig. 11 it an be maen that 



-22- 

by boosting pion and proton data by the same amount, mUltipliCitie8 

from identifical targets (in this case, lead) are not consistent. 

Bowever, when scaled multiplicities from targets with the same 3 

are compared, consistency results. 

Hultiplicity distributions over the total.angular range are 

shovn in Fig. 22 for various nuclear thicknesses. Tbe movement of 

the peak of the distribution to larger angles as nuclear thickness 

increases has been interpreted a5 evidence for collective effects 

within the nucleus.*' 

It has been proposed*' that the multiplicity in the central 

region should eventually saturate for very thick nuclei. In Fig. 

23 multiplicities from the region of laboratory rapidity corres- 

ponding to the incident hadron-nucleon system have been plotted. 

Although some curvature appears to be preeent, no definitive 

statement, within the statistical accuracy of this experiment, can 

be made. 

VIII. CONCLUSIONS 

A detailed study of multiparticle production in hadron-nucleus 

interactions has shown: 

1) Average charged multiplicities can be parameterited in 

terms of a universal dependence on the thickness of a nucleus as 

measured by the absorption mean free path of the incident badron. 

Thie dependence is independent of the energy and the identity of 

thr incident particLe. 
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a The relation between the dispersion of the multiplicity 

distribution in pion-nucleus interactiona and its lean 15 the same 

as that observed in pion-nucleon interactions. 

3) The multiplicity of charged secondaries is independent of 

incident momentum in two angular regions; one, the wide-angle 

region, occupies approximately 3 units of paeudorapidity. Tba 

other, the forward region, occupies l larger rwge of 

pseudorapidity, varying from -3 units for pp collisions to-5 units 

for pPb collisions. 

4) The multiplicity fn the very forward region (I) z 4.0) ia 

alao independent of nuclear thickness. 
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Table 2. Cornparis m of n--nucleus absorption crow 
sections from this experiment (avcrage Of 
iO0 and .75 GeV/c results) with measure- 
ments at 60 GeV/c (S.P. DenisOV et al. Ref. 1) 
and 60. nd 200 GeV/c (A.S. Carr=let al., 
Ref. 7) Cross sections are deeds- IX 
millibe "6. 

Eleaent s(This 
I ExDer .I 

C 172 f 10 

Al 320 f 25 

cu 650 f 25 

Pb 1470 f 70 

u 1750 i100 

a(601 ~(60) o(200) 

182 f 3 169 i 5 170 t 5 

3io f 4 324 t 10 325 t 10 

654 f 15 625 t 19 625 f 19 

1510 i 25 1470 t 44 1467 f 44 

1775 t 50 
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Table 4. Average charged multiplicities and dispersions 
in various angular regions for 175 GeV/c r - 
nucleus interactions. Errors &CC JWl9hL\. 

Target 

t 

CH,-C 

C 

CP 
Pb 

0 <_226O 26°C~K1100 
L 

6.80 2 0.20 1.02 f 0.20 

7.54 f 0.23 1.78 f 0.10 

8.57 f 0.30 2.82 f. 0.11 

9.72 f 0.32 4.55 ?. 0.15 

Dispersion 
0 %I,2 11oO 0 C~llOO 

7.82 f 0.30 3.5 2 0.15 

9.22 2 0.10 4.5 f 0.15 

11.39 f 0.20 5.6 f 0.25 

14.27 f 0.15 7.0 t 0.25 
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Teble f. Angular distributions and total multiplicities 
for the various projectiles, momenta, and targets. 

Upper values for each target refer to the mean 

multiplicity in the indicated pseudorapidity range, 
and lower values give the total error on that 

multiplicity. 
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Table 6 

Coefficients determined from the parameterization of the 

angular distributions as N(An) = a + bc + c? + dc'. The 

order of the polynomial used was gdverned by ihe precision 

of fit. Fractional errors at integer values of 3 are in- 

dicated by ol,02,ando3for u - 3: 1, 2, and 3 respectively. The 

entry 'x9 signifies a fractional error greater than 1.0. 
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.0.67 -0.38 

.0.38 0.56 

0.56 0.92 
0.92 1.39 

1.39 1.99 

1.99 2.25 

2.25 2.76 
2.76 3.08 

3.08 3.38 

3.38 4.08 

4.08 5.28 

5.28 7.00 

50 GeV =+A 

a b E 

-0.19 0.19 
-0.57 0.65 0.06 
-0.16 0.29 0.03 
-0.11 0.46 0.02 

0.09 0.65 

0.19 0.22 
0.62 0.27 
0.47 0.10 
0.47' 0.04 
1.11 -0.04 

0.78 

0.31 
I 

An 

,0.67 -0.38 
,0.38 0.56 
0.56 0.92 
0.92 1.39 

1.39 1.99 
1.99 2.25 

2.25 2.76 
2.76 3.08 
3.08 3.38 
3.38 4.08 
4.08 5.28 
5.28 7.00 

100 GeV v+A 

a b c 

0.01 -0.02 0.04 
0.02 -0.02 0.20 

-0.04 0.20 0.03 
-0.16 0.53 . 

0.01 0.70 
0.15 0.25 
0.60 0.24 0.03 
0.24 0.34 -0.03 
0.34 0.24 -0.03 
1.00 0.27 -0.02 
1.47 '0.02 
0.35 0.11 

x .16 -18 
-36 .07 .09 
.25 .09 .12 
.I4 .09 .11 
.09 .OR -39 

.12 .08 -09 

.09 .08 .09 
.09 .09 -10 

-08 .08 .08 

.07 ;07 .07 

.I2 .12 .12 

-03 .03 .03 

=1 =2 Q3 

-75 -23 -19 
.20 .09 -07 
.16 .08 .09 
.14 .08 -10 
.08 .06 .07 
.lO .08 .09 
-08 .07 .07 
.09 -08 .09 
.07 l 07 .08 
.06 .06 .06 
.OS .OS .OC 
.04 l 04 .04 
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200 GeV a+A 

Atl a b c 01 02 43 
,0.67 -0.38 -0.07 0.07 0.01 x .25 .27 
0.38 0.56 -0.24 0.28 0.11 .47 .ll -12 
0.56 0.92 -0.11 0.26 0.02 .29 .lO .14 
0.92 1.39 -0.32 0.60 .25 .lO .14 
1.39 1.99 -0.39 1.06 -0.06 .15 .07 .ll 
1.99 2.25 0.04 0.32 .I4 .09 .ll 
2.25 2.76 0.27 0.51 -10 .01 .09 
2.76 3.08 0.27 0.29 .ll .08 .lO 
3.08 3.38 0.27 0.28 .ll -07 .lO 
3.38 4.08 0.66 0.74 -0.10 .07 .06 .08 
4.08 5.28 1.58 0.52 .09 .07 .07 
5.28 7.00 1.17 -05 -05 .05 

c 

I 

1 
I 

An 
0.67 -0.38 
0.39 0.56 
0.56 0.92 
0.92 1.39 
1.39 1.99 
1.99 2.25 
2.25 2.16 

2.76 3.08 
3.08 3.38 
3.38 4.08 
4.08 5.28 
5.28 7.00 

200 GeV r-A 

.¶ b c a1 O2 03 
0.01 -0.63 0.03 X' .30 .20 

-0.13 0.13 0.14 .29 -09 .07 
-0.02 0.09 0.07 .21 -09 .09 

0.08 0.12 0.11 -16 .09 -10 
0.29 0.20 0.16 .ll .08 -08 
0.17 0.16 0.04 .ll -09 -09 
0.31 0.48 .09 .07 .07 
0.28 0.25 .08 .07 .08 
0.12 0.44 -0.06 .lO -08 .08 
0.31 1.06 -0.17 -08 -06 -07 
1.66 0.37 .13 .ll -11 

y 0.97 0.07 -05 -04 -06 

1 
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AlI 

-0.67 -0.38 

-0.38 0.56 
0.56 0.92 
0.92 1.39 
1.39 1.99 
1.99 2.25 

2.25 2.76 
2.76 3.08 
3.08 3.38 
3.38 4.08 
4.08 5.28 
5.28 7.00 

50 GeV K’A 

a b 0 

-0.18 

-1.06 

-0.40 
-0.32 

-0.03 

0.15 

0.48 

0.41 
0.46 

1.14 
0.87 

0.31 

0.16 
1.05 

0.51 

0.68 

0.75 
0.23 

0.33 

0.13 

0.05 
0.04 

01 a2 03 

x -71 .a3 
x -22 -25 
x -23 -30 
-47 -25 -33 
-32 -21 -32 
-37 -21 .35 
-31 -18 -33 
-30 -19 -39 
-16 -14 -17 
-12 -12 .12 
-26 -26 -26 
-03 -03 -03 

All 

-0.67 -0.38 

-0.38 0.56 
0.56 0.92 
0.92 1.39 

1.39 1.99 

1.99 2.25 
2.25 2.76 

2.76 3.06 
3.08 3.38 
3.38 4.08 
4.08 5.28 
5.28 7.00 

100 GeV K+A 

a 

-0.17 
-0.32 
-0.12 
-0.18 

-0.32 

-0.01 

0.21 
0.16 

O.tQ 
0.61 

b 0 

0.17 
0.23 0.21 

0.14 0.09 

0.32 0.09 

0.81 
0.32 

0.49 

0.27 
0.22 

0.35 
1.43 
0.64 

01 02: 03 

x -35 -36 
-87 -11 -17 
.45 -13 -23 
-26 -12 -16 
-16 -10 -12 
.16 .ll .I4 
-14 -10 -13 
.13 -11 -14 
-14 -06 -13 
-10 -09 ii2 
-15 .lS -15 
.oc '-06 .UC 
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50 GeV pA 

All a b C Ul u2 O3 

-0.67 -0.38 -0.09 0.09 x -30 -33 

-0.38 0.56 -0.31 0.37 0.06 -92 -12 -10 

0.56 - 0.92 -0.09 0.22 0.02 -47 -14 -12 
0.92 1.39 -0.01 0.37 0.02 -21 -10 -11' 

1.39 1.99 0.23 0.52 0.02 -12 -08 -09 

1.99 2.25 0.16 0.22 -15 .lQ- -10 

2.25 2.76 0.26 0.60 -0.08 -14 -09 -09 

2.76 3.08 0.25 0.28 -0.04 -14 -09 .ll 
3.08 3.38 0.38 0.08 -0.01 -09 -08 -08 

3.38 4.08 ,l.OQ -0.08 0.01 -08 -08 -07 
4.08 5.28 0.65 -14 .I4 -14 

5.28 7.00 0.26 -04 -04 .Q4 

All 

-6.67 -0.38 
-0.38 0.56 

0.56 Q;92 
0.92 1.39 
1.39 1.99 

1.99 2.25 
2.25 2.76 
2.76 3.08 

3.08 3.38 

3.38 4.08 

4.08 5.28 
5.28 7.00 

100 Get' pA 

a b E 01 a2 O3 

-0.11 0.11 x -18 -18 
-0.41 0.53 0.02 -38 -07 -07 
-0.14 0.31 -1.3 -07 -08 
-0.13. 0.50 -11 -07 -08 

0.07 0.63 0.02 -08 -06 -06 

0.13 0.27 -10 -06 -07 
0.41 0.49 -0.02 -07 -0.5 -06 
0.32 0.30 -0.03 -07 -06 -06 

0.28 0.27 -0.03 -08 -06 -06 

0.70 0.44 -0.06 -06 .QS -05 

1.10 0.04 -06 -06 .06 
0.50 / .04 -04 -04 



-0.67 -0.38 

-0.38 0,56 

0.56 0.92 
0.92 1.39~ 

1.39 1.99 
1.99 2.25 

y2.25 2.76 

2.76 3.08 

3.08 3.38 

3.38 4.08 

4.08 5.28 

5.28 7.00 

200 GeV pA 

a b E d 

-0.11 0.11 

-1.34 1.90 -0.6'8 0.11 
-0.34 0.62 -0.18 0.03 
-0.27 0.71 -0.15 0.03 

0.02 0.58 0.05 

0.07 0.30 

0.26 0.59 -0.02 

0.18 0.43 -0.04 

0.08 0.51 -0.07 

0.21 i-14 -0.16 
1.26 0.51 -0.07 

0.80 0.07 

=1 =2 =3 

x -20 -19 

x -08 -07 
.15 -07 .07 

-16 -08 -07 

-09 -06 -06 
-08 -06 s.O7 

-07 -06 .Q5 

-07 -06 -06 

-10 -06 -06 

-07 -04 -0s 

-07 -06 -06 
.QS -03 -04 

r 200 GeV GA 

All a b c. 

-0.67 -0.38 -0.04 0.11 
-0.38 0.56 -0.39 0.59 

0.56 0.92 -0.31 0.39 

0.92 1.39 -0.59 0.64 
1.39 1.99 -0.79 0.98 

1.99 2.25 -0.10 0.35 

2.25 2.76 0.31 0.46 
2.76 3.08 0.35 0.22‘ 

3.08 3.38 0.40 0.15 
3.38 4.08 1.26 0.12 

4.08 5.28 2.24 
5.28 7.00 1.01 

=1 =2 a3 

x -39 -48 
-9s -16 -21 
x .18 -24 

x -17 -22 

x -14 -18 
-60 .I7 -22 

-44 .19 .22 

-40 -21 -26 
-27 -16 .18 
-19 .I3 -15 
-13 .13 .lS 

-08 .08 -09 
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Table 7. Parameterization of 3 as a function of atomic 
number A for incident hadrons (n, K, or p). : 
The-magnitude of the resulting fractional error 
dv/v is also shown (the lower value refers to 
Be nucleus, the upper value to WI. 

Incident 
Nomentum 
('&V/c) 

50 

100 

175 

200 

dii/; 

Projectile 5 

1+ 0.648 AQ-271 

I(+ 0.686 Ao-235 

P 0.653 Ao-31o 

IT+. 0.645 Ao-274 

v- 0.672 AQa273 

K+ 0.677 AQ-242 

P 0.656 AQ-313 

7- 0 . 677 Ao-273 

1 + 0.645 Ao-276 

II- 0.674 Ao-274 

P 8.657 Ao-316 

P 0.744 Ao-3Q6 

I+ 0.014 + 0.032 

s- 0.014 + 0.015 
lc+ O-Q19 + 0.037 

P 0.009 * 0.014 

5 O-Q20 + 0.026 
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Table 9. 

Momentum 

Comparison of a-p charged multiplicities and 
dispersions. Gubble chamber~data are from 
Ref. 10 (100 GeV/c), Ref. 11 [ 147 GeV/c), and 
Ref. 12 ( 205 GeV/c) . 

Multiplicity 
This - 

Experiment 

6.5s f 0.20 

em..- 

7.82 f 0.30 

--we . 

‘Bubble 
Chamber 

6.79 t 0.08 

7.34 i 0.10 

-v-e 

8.02 f 0.12 

Dispersion 
This - 

Experiment 

2.90 5 0.10 

--mm 

3.50 f 0.15 

e-e 

Bubble 
Chamber 

3.16 f 0.04 

3.58 9. 0.05 

---- 

3.91 f 0.11 
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Table 10. Average charged multiplicities for hadron- 
proton interactions. Multiplicities are 
obtained from using the paraneteritatioa 
described in Section V. Co%marison is made 
with fitted bubble -A~t&i re~~l4~ TX., ReC. 13. 

Incident This Fitted 
Beam Experinent Value -0.5 

Womentcm Projectile 
, (CCV/C) Type -%3*-C '"'hp 

EO P P 6.42 5.37 f t 0.16 0.26 4.70 5.94 
200 P 7.12 f 0.20 7.24 

50 Ir+ 
u+ 

5.68 9. 0.57 5.25 
100 5.87 9. 0.31 6.41 

IFlO 
(I+ v+ 5.94 i 0.19 5.40 

7.04 f 0.18 6.47 
200 n+ 8.05 f 0.29 7.67 

200 m- 7.71 f 0.32 7.49 

200 r, 7.34 f 0.72 7.55 - 
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Table 11. Average charged multiplicities of relativistic 
(6 < 0.85 this experiment, 6 z 0.7 other data! 
seconderies in hadron-emulsion interactions. 
Results from this expcricent are obtained from 
the parameterizatioa described in Section'V. 
0 values of 2.32, 2.39, 1.46. and 2.06+were used 
in 50 GeV p-Em, 200 GcV p-Em. 50 GeV II -Em, and 
200 GeV t- -&m respectively. 

Incident 
Beam 

Momentum Projectile This Other 
(GeV/c) Type Experiment Data 

50 P 8.91 i 0.27 8.7 f 0.1 (Ref. 18) 

200 P 13.36 i 0.25 13.2 f 0.2 (Ref. 19) 
13.4 i 0.2 
13.6 i 0.2 IS- . 1'8"1' 

50 * + 9.05 f 0.23 

60 I * + 8.6 f 0.2 (Ref. 20) 
I 

200 s- 12.46 f 0.37 11.4 i. 0.1 (Ref. ,161 
12.0 t 0.2 (Ref. 6) 
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Table 12. Results of fitting scaled multiplicity as a function 

of nuclear thickness assuming: (a) A linear relation- 

ahip, RA = a + b<; (b) A power law relationship, RA - 

RIAa. Errors on the fit parameters are highly corrc- 

lated. P(x') is the probability .of getting a x2 great- 

sr than the observed value. Probabilities less than 

0.5* ue signified by ---. 



Table 12 (a) 

,ncident 
beam 

lomentun 
:GeV/c 1 

50 

50 

50 

50 

100 
100 

100 

100 

200 
200 
200 
200 

200 

ZOO0 
200 

Projectile 
Type 

1+ 

lc+ 

P 

-+r Ir+, P 

K * 

II+ 

P 

*+r k, P 

(I+ 
t- 

P * 

5 

+ .- -a 
,* I PI I 

,+ + 
, K-e x , 
P* P 

a b 

0.41 i 0.08 0.64 f 0.05 

0.17 t 0.33 0.84 f 0.22 

0.55 ?. 0.12 0.57 i 0.06 

0.45 i 0.06 0.62 A 0.04 

0.46 f 0.05 0.58 f 0.03 

0.16 i 0.14 0.74 f 0.09 

0.45 f 0.06 0.59 t 0.03 

0.43 f 0.03 0.60 f 0.02 

o.so f 0.10 

0.39 f 0.09 

0.45 f 0.05 
0.35 f 0.38 

0.45 f o.oj 

0.45 i 0.02 

0.58 9. 0.0s 

0.61 * 0.05 
0.58 f 0.02 

0.55 t 0.13 

0.58 * 0.02 

0.59 i 0.01 

P (x2 

.02 

.El 

.52 

.32 

.OB 

-67 

-50 

-27 

.64 
-90 

.14 

.35 

.,53 

.25 



Table 12 Cd 

Rl 

0.75 i 0.04 

0.71 f 0.10 
0.79 t 0.06 

0.76 i 0.03 

Oh74 i 0.03 

0.63 i 0.06 

0.72 i 0.03 

0.71 f 0.02 

0.76 f 0.05 

0.72 t 0.05 
0.72 i 0.03 

0.67 i 0.14 

0.75 i 0.02 

0.73 f 0.01 

ncideni 
beam 

omentur 
GeV/c) 

50 

50 
50 

50 

100 

100 
100 

100 

200 
200 

200 
200 

200 

200 

Projectile 
TYPe 

1 

X+ 

P 

lr+. Ir+, P 

+ I 

K+ 

P 

II+. x+. P 

+ 1 

*- 

P : 
s 

+- . : , 1 , P* I 

+ - + 
1, =,x 

P* 5 

0 

0.20 f 0.01 

0.21 * 0.04 
0.21 i 0.02 

0.21 f 0.01 

0.19 i 0.01 -03 

0.22 t 0.02 .66 

0.23 f. 0.01 -25 

0.22 i 0.01 we-- 

0.1s' i 0.02 

0.21 i 0.02 

0.23 f 0.01 
0.25 9. 0.05 

0.21 lt 0.01 

0.21 i 0.00, 

?(X21 
.04 

.a2 
-73 

.Ol 

.76 

.BO 

-11 

.39 

---. 
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FIGURE CAPTIONS 

Details of the apparatus. The scale refers Only to the region 

between counters V2 and W2. 
Cerenkov light output from WT.lucite as a function of velocity 

(or momentum). 

Typical pulse height spectrum obtained with the YY counter. 
Pulse height is measured in arbitrary units. 
Location of experiment in M6 beam line. The scale refers only 

to the region between counters VO and C. 
Details of the apparatus. 
Acceptance of the apparatus. II refers to the wide-angle hodo- 

scope, Rl, R2, and R3 to the three lucite-scintillator ring 

hodoscopes, and C to the Cerenkov counter. 
Probability P(u) of an incident hadron (K+ or pl having v 
collisions within a nucleus (carbon or uranium). 

Comparison of 100 GeV/c n+p, K+p, and pp laboratory rapidity 
distributions. Data are from this experiment (histogram)and 

Ref. 15 (points). The pseudorapidity variable (nl refera 
to this experiment, the rapidity variable (y) to Ref. 15. 
Reference data have been renormalised by subtracting 0.5 

. 
parades from their published multiplicities. No attempt 
has been made to normalize the two sets of data with respect 

to one another. 

Comparison of 100 GeV/cpp pseudorapiditydistributions. Data 

are from this experiment (histogram) and Ref. 8 (points). 
Roth sets of data have been subjected to a velocity cut 
(6 > 0.85). an angular acceptance cut (events with any track 

having n > 7 omitted), and a multiplicity cut (total multipli- 

city 2 2 rejected). Errors have been omitted in the interest 
of clarity. No overall normalization has been attempted bat- 
veen the two sets of data. 
Comparison of (a) 200 GeV p-emulsion and'(b) r--emulsion 
pseudorapidity distributions. Interpolated results from this 
experiment (soltd histogram) are compared with data from Raf. 
17 (dashed histogram1 and Ref. 16 (points). No relative 



10. 

11. 

12. 

13. 

14. 

15. 

16. 

17. 

1D. 

normalitation has been attempted. 

Exponent a where the inclusive cross section utAnl/An is 
assumed to follow the form A a(n) . The from Ao-6g has been 

assumed for the total inelastic cross section so that data 

from this experiment (histogram) cqn be compared directly 
with data from Ref. 21. (Points refer to positively charged 

secondaries, crosses refer to negatives). 

Comparison of pseudorapidity'distributions for r( 2 1.5 for 

200 GeV pA interactions from this experiment (hfstogr8nl and 
nA interactions from Ref. 22 (points). 

Scaled multiplicity RA = <n>hA/<n>hp vs. nuclear thickness 
as measured in terms of <. 
Scaled multiplicity RA I ch>hA/cn>hp vs. nuclear thickness 

as measured in terms of G'. 
Scaled multiplicity as a function of nuclear thickness. The 

solid line is a result of the fit RA = a + b;, the dashed 
line, RA = 1 - b + b;: Data are for incident momenta (a) SO 

GeV/c, (b) 100 GeV/c, (c) 200 GeV/c. Only multiplicities 
from Part II (Table 5) are included in the fit. Effects Ot 

errors on j are included in the fitting procedure. 
Scaled multiplicity from proton-included interactions as l 

function of energy for 3 nuclear targets, C, Cu. and Pb. 

Hadron-nucleus multiplicities are from Table 10. 
Dispersion vs.- mean of multiplicity distribution for 1% 

interactionsat and 175 GeV/c. Data are from Tables 3 
and 4. For comparison, the best fit to r-p data from Ref. 

25 is also shown. 
Exponent a* where the normalized inclusive cross section l/e,, 

a" (n) o(An)/An is assumed to follow the form A . p, *+* II-, r+ 
and E-induced data are shown ins (a), (b), (c), (dl, and (a) 
respectively. p-induced data are superimposed on 5 data for 

comparison. 
Angular distributions of charged secondaries at 3 incident 
wmenta for various nucleu thicknesses. Data are for (rl 

incident p, (b) incident s+ at SO, 100 and 200 GeV/c. The 
distributions for G - 2,3 and 4 have been offset by 2,s and S 
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19. 

20. 

21. 

22. 

23. 

units in order to provide separationof the results. 
Angular distributions of charged secondaries as measured in 

the rest frame of the incident projectile for incident 50, 

100 and 200 GeV/c momenta. n' = n + P, where 5 is the rapidity 
boost. Data are from (a) lead, (b) copper, and (c) carbon 

targets. Hadron-nucleon data from this experiment are also 

shovn, as a solid curVe. Error bars are omitted for reasons Of 

clarity. 
Projectile and target fragmentation regions for incident Pro- 

tons, K+*s and n+'s. The angluar distributions are measured in 

the laboratory frame for the target fragmentation region and 
rest frame of the incident projectile for the projectile frag- 

mentation region. The dashed curve shows corresponding hydrogen 

data for incident pions and protons. The corresponding CUrVe 
for incident kaons was unobtainable due to lack Of statistical 
accuracy. 

(a) Angular distributiomfrom n+- induced interactions normalized 
to proton-induced interactions. Laboratory distributions have 

been boosted to the rest frame of an incident proton. Data 
are from a lead target. (b) Similar to (a), except distributions 

normalized to hydrogen were used. Data are for G - 3. 

Nuclear thickness variation of pseudorapidity distributions Of 

charged secondaries. Data are for incident 

(a) so Gel/c n+'s (b) 100 GeV/c s+*s, 

(c) 200 Gev/c n+‘s, (d) 200 G&J/c i-‘s, 

(e) 50 GeV/c K+‘s, (f) 100 GeV/c K+'s, 

(g) SO GeV/c p's, (h) 100 GeV/c p's, 

(i) 200 GeV/c p's 
Multiplicities in the central region. only high statistics 

data were used. The central region is defined as 2.76 Ql< 

1.99 for 50 GeV/c data, 3.08 <a< 2.25 for 100 GeV/c, and 3.88 
ens 2.76 for 200 GeV/c. Error envelopes of exp&aental data 
are shown. Left-handscale is appropriate for solid envelopes, 
right-hand scale for dashed ones. 
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