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ABSTMCT 

tteasuremencs have been made of the inclusive scattering of 96, 147, and 

219 GeV muons from hydrogen, and of 147 GeV zuoos from deuterium. Results 

.re presented for the nucleon e.tructure function Fz(x, Q*) (~vV~(x. Q*)) 

10 < Y < 200 GeV and 0.2 < Q* < 80 keg. The value of F2 rises with Q* at 

-11 x. and falls vith Q* at large x In agreement with the ideas of QCD. An 

"arage value of the ratio oI/oT z R - 0.52 + 0.35 has been obtained for the 

region 0.003 ( x < 0.10 and 0.4 c Qz = 30 WI*. The values of F2 from this 

experiment have been combined vith those from other charged lepton scattering 

rrpCrinents to derive moments of the stnxture functions. ?he variation with 

'2' of these mOments is used to derive values for A taking into account cor- 

recflons up to 2nd order in oi. The fit to the data is verygood. 
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1. Introduction 

The inelastic scattering of leptons by nucleons is an important probe 

of the structure of hadronic matter. In particular the scattering of the 

charged leptons, muons or electrons, probes the electric and magnetic 

structure gf the hadrons. This technique has some important properties. The 

first is that the electron or muon can be treated as a structureless pofnt 

charge which interacts in a known way only with the electric charge and cur- 

rent distribution in the target nucleon. No.experiment to date has detected 

any behavior of these leptons which is not adequately described by treatfng 

them as point Dirac particles."* Compared to hadron-hadron interactions, 

which may have to be described by considering the convolution of two complex 

structures, charged lepton scattering can be interpreted unambiguously in 

terms of the electromagnetic structure of the hadronic target. In addition. 

since the electromagnetic coupling constant is small, only the lowest order 

Processes need to be considered when relating measured cross-sections to the 

hadronic structure. A second attractive feature of charged lepton scattering 

Is that the momentum of both initial and final lepton can be measured. Con- 

sequently, v, the laboratory energy transfer, and Q? wheie -0' is the &are 

of the nass'of the virtual photon exchanged, can be varied independently sub- 

ject only to the condition Q2 2 2Mv. (See Figure 1 and Table I for defini- 

tions of kinematic variables.) Unlike the situation in photoproduction pm-' 

. cesses..uhich are constrained to have Q2 = 0, man and electron scattering 

rllar an investigation over a range of values of Q2 limited only by the inci- 

dent energy and by the apparatus acceptance and luminosity. 

This paper Is concerned with muon scattering by nocleons. Muon scattering 



haa 10 advantage over electron scattering in that the radiative corrections 

that must be applied are considerably less, and the associated uncertainties 

are therefore nal1tr. 

The first series of deep inelastic scattering experiments was performed 

at the Stanford Linear Accelerator Center usiog electrons, starting in 1967. 

a* shoved that the inelastic cross accticns vere large and decreased qproxi- 

mately as 4 3 l/P . This is the bebatir expected for scattering from a point 

charge. This is in contrast to the cross-section for elastic scattering 

(Q2 = 2t.W) vhich decreased 85 l/Q l2 (made up ircm l/Q' fir the photon propa- 

gator and l/Q8 from the &are of the form factor). 

This result meant that the nucleon structure functions, vhich play the 

6-e role in inelastic scattering as do the sq~~.Tes of the.fom factors in 

elastic scattcrirg, were var);ing much more slovly with increasing Q2 than were 

the elastic Zorm factors. These structure functions U2 and U1 are related to 

the inelastic differential cross section for c@ged lepton scattering through 

the formula 

d20 2-a' -I- 
dQ2d” P2Q4 

[(Z kE* - Q2,2)u2+(Q2 - 22) Wll (1) 

me e-u results obtained Iran electron deep inelastic scattering shoved 

that, to ts precision of about 20%. the structure functions F2 kvW2) and Fl 

(a.f~~) WIY not !Uctions of Q2 and Y separately, but only of their ratio 

a!v/a2 (%I E l/x). This so-called scaling behavior set~lxvhen Q2 > 2 GeV2. 

Tbr~, at fi~edl& the scattering cross section falls approximately as l/Q4 as 

e2 in~rea+es. This property of scaling had been anticipated by ?":orken, 4-5 

who suggested that this should be the asymptotic behavior for large 4'; 
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p*>> all masses. It was a surprise that it held for such low values of Q* 

(-2 GeV*]. Later results extended the earlier measurements out to Q* = 6 GeV* 

and v = 15 GeV and found that in certain regions scaling in the variable 0 

was violated but that it was restored by changing to a variable Y' = w + M*/Q*. 

Readers are referred to review articles and references contained therein.' 

The l/Q4 dependence of the cross section suggested that the muon was 

scattering from point-like objects within the Proton. Feynman7 called these 

point-like objects "pat-tons" and derived a simple parton model of the nucleon; 

he used the impulse approximation in the infinite momentum frame and thereby 

justified the appearance of the parton's point-like nature in the proton 

structure functions. The identification of the charged partons with quarks (the 

quark-parton model) led to several predictions in agreement with experiment. 

The simple quark-parton model, while attractive, cannot be put on a field- 

theoretic basis. Subsequent theoretical ideas used the operator product%?+ 

expansion 8. 9 and the renormalization group to connect the scaling prediction 

with the leading tens in renormalizable field theories. In the non-Abelian 

class of gauge field theories, the effective coupling constant vanishes at 

large momentum transfer and the quarks become asymptotically freelo"' and 

thereby justify the use of the impulse approximation.7 A color quantum'number 

has been added to the quarks and the theory has developed into "Quantum Chromo- 

dynamics" or QCO." Ry analogy with quantum electrodynamics (QED), QCO can 

be viewed as the quark parton model with the inclusion of gluon exchange and 

gluon radiation, just as QED is the simple Dirac model with the addition of 

photon exchange and photon radiation. QCQ can predict, from first principles, 

the pattern of scale breaking observed in deep inelastic elect-w and muon 

scattering." The form of scale breaking observed cs then be used as input 
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to more phenomenological quark-gluon models, or in fits to other data, to 

provide accounts of several processes, including the Drell-Yan process in 

direct muon pair production in proton-proton collisions, 14"' high p 
1 

hadron- 

hadmn scatterin9,'6 and neotrino and anti-neutrino inelastic scattering. 17. ia 

The construction of. the Fermilab accelerator wde available useful muon 

beams of energies up to 275 GeV; this allowed measurements of the structure 

functions at values of QL and v greater than those previously accessible. 

Preliminary results have been published for scattering from an iron target.'g'20 

end from hydrogen and deuterium. 21y22~ 23 This paper reports in detail the 

results of the latter experiments done at muon beam energies of 96, 147 and 

219 GeV. Table II shows the statistics of incident muons and the number of 

events at each energy. In discussing the data, the assumption is made that 

muon-electron universality"*' holds, and that the only process involved is 

single photon exchange (Fig. 1). 
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II. Kinematic Quantities 

,rhere is a Standard equivalent expression for the cross-section which 

S,czphaSizes the connection beween real photoproducrion (Q* - 0) Snd NO" (or 

Slectron) scattering as virtual photoproduction (Q* > 0). Defining ST and aL 

Ss the total cross-sections for transverse and longltudlnal ArtuS photons. 

then (Table I) 

d*o -- (2) 
dQ*dv 

r (aT+ EaL) 

It is convenient to define 

0 - aT + CCL . (3) 

The rStio R z alloT Is of special interest. In a parton model where all 

the partons have zero momentum transverse to the proton's direction. R reflecta 

the parton spin (for spin 0, R - m; for spin l/2. R - 0); la S less constrained 

model, the value of R reflects the Sverage trSns"~zse momentum of the partons. 

R = 4 (p*,/Q* 
T 

In wD, Cp,$ c&aiOS tv0 parts added in quadrature: the rid w~SSS 

frm the trsnsverse recoil ot the quark arising Irma Glum brmSst.mhlrmg and 

ray he estimstsd rrm pertubative QCD cSlculnticmS. 24 It IS SpproximStely 

(1 - x)Q~/[~ ln(e2/i cSv2)1. The second part arisea fxm confinanent of the 

qumk (and the uncvtainty principle) for vhlch there IS presently no Rcnaally 

rccepted c.¶lculation. For this second pert experiment suggests .p$ - 0.3 cd. 

me rdw oi R is obtained by m33~wing the differential cross section at the 

SS~S Q2 and v but et dlilvent incident beam energies thus ch~z@xlg the virturl 

photon po&rizstlon t. (The proced ure is ldatical to that used in separatin& 

GE end GM in elastic scatttuing.) This m esSurSr,ent is difficult since the 

CCOSS sections depend only vS&ly 00 the value of R. The cross section c~a non 

be r~itt= i0 terms 0r R: 
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-IZno2 L d*a F2(Q2.~l 

dQ*dv Q' p* v c 
C2E.E' - Q*/2) + 

(Q* - 2+(1 + v*/Q*) 

1 + R(Q*,v) I 
(41 

vbere the connection between the structure functions and mI and aT is given by 

F* E at* 

Fl’mI -s!E. 1 4A 
OT 

R- ~+$)(q($)-l 

(5) 

(6) 

(7) 
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111. Appnr*tu* 

The apparatus can be divided for the purpose of description i9to ten 

separate sections. They are: 

1. the muon beam end tagging system 

2. the target 

3. the upstream multiwire proporrional chambers 

4. the spectrometer magnet 

5. the dovnstream spark chambers 

6. the trigger and timing scintillation counter hodoscopes. G and~H 

7. the photon and neutral hadron detectors 

a. the hadron absorber 

9. the muon counter hodoscopes, M. H', N, &d K 

10. the muon spark chambers 

These are described in the above order. A right handed coordinate 

system Is used vlth the z axis lying along thentiminalbeam direction, the 

y axis pointing vertically and the x axis pointing to the left of the beam. 

The origin is et the center of the spectrometer magnet. The dimensions of. 

items are given In the order x, y. z. 

III.1 The muon beam and taeRing system 

A muon beme was produced by the decay in flight of pions end kaons 

produced in high energy proton-nucleon collisions. Fig. 2 shows a schematic, 

layout of the Fermilab muon beam. This beam was designed as an adjunct of 

l o&trino beam In order to allow both neutcino and mvon experiments to share 

the *a= Parent pions and to take d&6 sirmrlta.eously. the result VW 

a design which had e ltiited mOmenturn acceptance of *2.5x, e l~itedacceptance 
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for decay muons, and consequently a limited intensity. 

A 300 6eV (or 400 GeV) extracted proton beam from the Fermilab accelerator 

tippinged on P 30 cm aluminum target (Fig. 2a). Tbe secondaries produced in the 

resulting ioteractions were strongly focussed by a triplet of quadrupole 

magnets ql into a 400 uerer evacuated decay pipe. The beam-line had four 

bendingstationsDl-Dlr,vitba total bend at each station of 27 mr. station Dl 

consisted of 4 dipole magnets of aperture 10 cm x 10 cm; stations D2 and D3 

consisted of 3 dipole magnets each vlth apertures of 10 cm x 5 cm; station D4 

consisted of 3 dipole magnets vitb aperture of 10 cm x 10 cm. These bends 

served to momentum select the muons and to separate the muon beam line from 

the neutrino beam line. The beam coming out of the 400 meter decay pipe was 

bent .t Dl, refocussed by quadrupole doublets Q2 and 93 and,bent again at 02. 

The gap in the dipole magnets at D3 contained approximately 23 meters of high 

density polyethylene. Ihis absorbed the hadrons that had not decayed 

PO that the beam emerging from D3 was a highly pure muon beam. The estimate 

of the residual hadron contamination of this beam is described belov. The 

beam was further refocussed at Q4 and bent at D4 Into the Huon Laboratory. 

lbe bending station at D4 was also used for momentum tagging the muon beam, 

while the quadrupoles Q4 focussed the beam onto the experImenta target in 

the laboratory. 

Since muons have great penetrating power. there was some probabiliity 

that muons bent or multiple scattered out of the beam line would enter the 

Muon laboratory. These were the so-called halo muons. The beam line was 

designed with four bending stations to try to minimize the halo muon rate. 

Dipoles Dl selected the desired momentum of the muon beam, while chose at 

D2 acted as a -enturn slit and bent the momentum selected muons away from 
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the halo muons of all ocher momenta. Very few of the unwanted muons from 

this point reached the Muon Laboratory. 

The muon beam was then focussed onto the polyethelene hadeo” filter 

placed in bending station D3. Muons leaving the beam line because of multiple 

scattering in the filter were the prime source of halo muo”s observed in the 

bon Laboratory. me bend at 03 reduced this effect. The halo due to 

multiple scatters in the filter could have been reduced by shortening the 

length of the filter, but its length was dictated by the desire to keep the 

pion contami”atio” to a minimum. 

In the laboratory. the number of halo muons was of the sane order as 

those in the beam. The beam was measured in (~11 aperture vith II diameter of 

12 cm. while the halo vas measured in an (Lres b x 2m. The final definition of the 

beam was achieved electronically, to the point where the effects of the halo 

were quite ms”.ageable. 

The most forward muons from the decays of high energy pions and lraons 

take almost all the parent energy so that maximum yield is obtained if all 

parts of the beam line are set to the same momentum (apart from a” allowance 

for the energy loss In the absorber). This process of selecting forward 

decays produces muons vith helicity +1 depending on the electric charge. The 

bum-line selected positive mu”“s since this gives I more intense beam. The 

sign of the charge is irrelevant to the scattering process If the one photon- 

exchange assumption is correct. The helicity does not affect the inclusive 

rumrement, ss the target wss unpolarized. 

A pion in the muon beam could fake a rmon scstter if it interacted 

in the urger snd one of the interactiod secondaries decayed I” flight 

before the hadro” absorber (see Section 11X.6). Calculatio”s predicted a 



trigger r.stc or 10-2 per incid@nt plan. To reduce the incidence of such fake 

evVC"t8 to less tti one per thousand muon scatters required a pion contaml- 

nation of less then 10 -1 per incident muon. To test that this rate v.% attained, 

the fraction of the bean vbich failed to penetrate the 2.4 m of steel ha&on 
I 

&sorber was measured as ci function of the thickness of the polyethylene absorber 

in D3. This fraction contains tvo elements: al pions in the beam end b) posi- 

t-s fzua ~UC%I decry occuring after the D3 absorber. Positrons accost for 

bst all this fraction at thickness 23 m, so that a correction can be mrde 

to fractions at less thickness vhere the pion effect is appreciable. Fig. 3 

ahova this pion faction as a function of thickness. The attenuatior length 

im ~11 2 6 ems. ExtraPolating to 23 m fran the observed pion fraction at 12 

and 15 m gives a real bellm pion fraction of 10 . This gives the required 1 -7 

pion interaction to lo3 muon interactions averaged~over all the accepted kine- 

utics. In certein regions of CL2 and Y the contamination could reach 10m2. 

lllis was ignored. 

The traectory of each incident muon vas measured at four points: 

ome Just after Qk, the second TO m downstream. just before 04, one just after 

Dk, and the last 31 m further downstream about 3 m before the target (Fig. k). 

The x coordinates were mcaswcd at all points but the y coordinates were only 

messured after Dh. The measurement was made uith multiwire proportional 

C-MS (Mupc. Fig. 4). -bined vith light-elaent scintillation counter hodo- 

l eopsa (BHl-6, Fig. L). which eovved the active area of the MWPC. The angle 

of bend in Db was determined to a precision of 0.03 mr giving (L 0.1% error in 

mentIm at 15ocev. The system also gave the transverse position of the muon 

at the target to a precision of l/2 m. 

?Or the pWpcse Of triggering, muons in the beam were defined by II 

td=SCOpC Of SCintillatiOn Counters Tl, TU, T2, T3 ceI,tved on the be= line 



-13- 

(rig. h) and b,' veto cowrters Vs and VJ vhich eliminated h-m the defined beam 

any mums scattering frm the Dk magnet pole tips. In the 219 GeV running the 

beam telescope of T counters vas discarded and the Sigrds from the beam counter 

bodoscopes were used in an appropriate coincidence. 

Typical plots of the phase space of rhe incident beam are shovn In 

Figs. 5 (a-d). 

III.2 The target 

The target flask ~85 18 cm dieaeter and 120 cm long. It could be filled 

vith liquid hydrogen or deuterium (set Fig. 61; this represented 8.5 g/cm2 of 

I$ or 20.3 g/cm2 of D2 to be canpared with 0.63 g/cm2 of flask material. Tbe 

upstream vacuwn Jacket vindov vas sufficiently far from the flask to allow 

separation of events in vhich the muon sce.ttered from the vlndovmaterial from 

events vbere the muon scattered in the flask or its contents. 

III.3 The upstreem aultivire prooortional chambers 

&mediately dovnstream of the target and before the spectrometer magnet 

(hence 'upstrcem' relative to the magnet center) YM a set of eight 

1 I 1m2 multitire proportional chsnbers. These chambers were arranged with 

alternate vcrrical and horizontal wire planes, giving four x and four y coordl- 

n&es on the traJectory. The vire spacing in the proportional chambers MS 1.5 
_. 

I giving a resolution (r-m-6.) of 0.5 nza. The larch gate tidth was set ac 100 

11SCC. These chambers were used ro measure fhe tracks of charged particles emerging 
froa the muon.interaccion. and to determiiw the position of the event vertex. 
III.4 The sptctrocetar mwnet 

The spectraueter magnet was the rebuilt magnet of the University Of 

Cblcsgo k60 MeV synchrocyclotron (CCX in Fig. 6). %c main change vas an ln- 

a-ease in the gap to l29 an. l'be pole tip radius was 216 em. The field reached 

1.5 l'esl~ at an excitation current of 5000 A. At this current, the lBdl was 
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7.5 7a correspon,ding to a transverse momentlrn kick of 2.25 GeV. The magnet 

pclarity was set to bend positive particles in the negative x direction. 

The field was measured in detail using three orthogonal Hall probes. 

The magnet volume ~6s very large and extensive measurements were only msde in 

the useful regions of the magnet and at a central field of 1.5 T. Less 

extusive measurements were made &lover excitations. The measurements had 

l precision of better than 10 gauss; the central value of the field is thus 

knm to 0.1%. The field v&s found to have a high degree ofsymmetry (better 

than 1% both cylindrical and for reflections in the median plane). This cir- 

cunst&~ce allowed a simple model of the magnet to be.used in track 

reconstruction and mcnentum determination. 

111.5 The downstream. spark chambers 

Damstream Of the magnet were four groups of spark chambers (Fig. 6). 

%lx first three were L! x 2 m2 shift-register 25 read-out chanbers, the last group was 

l set of 6 x 2 m2 magnefostrictive read-out chambers. All chambers were placed per- 

pendicular to the z axis and had vire spacing of 1.25 mm leading to a resolution of 0.3 

to 0.5 m in the read-out direction. The vires were arranged either v&i- 

~rll;v (xl O= at M scgl.~ of ?tan%/8)to the vertical (u.v). ~a& of the 

first three grocps vere arranged as (uxxv). The last group "as arranged (wrumuv) 

making * total Of twenty planes. 

me shin-register readout chambers were sensitive in the region around 

the beam, where there were many "stale" tracks, but the magnetostrictive 

~bers had a region of 20 as diameter vhich was deadened by a plastic sheet 

in the gap. 
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This system provided the information required to deternine the dlrectfon 

of charged particles vhich had passed through the magnet and bad mmentm 

greater than 7 GeV. The directional resolution attained YBS 0.3 mr. 

The arrangement of the last group of chambers provided a convenient set 

of track coordinates on which to start track reconstruction, for two reasons. 

Firstly. the tracks were veil separated and most easily distinguished at these 

planes, and secondly, their canpactness in the z-direction alloved fcut can- 

puter algorithx for track finding in proJected roads vithin the chambers. 

111.6 The trigwr and timinq scintillation hodoscopes, C and A 

Immediately damstream of the 6 x 2 m2 mgnetostrictive spark chmbers 

were tvo large scintillation counter hodoscopes, G and H. The sizes and 

disposition of their elements is shown in Fig. 7. The 8 hodoscope had tventy- 

four vertical elements, overlapping by 1 cm, and covering an mee. of k x 2 m2. 

The hodoscope vas deadened in the beaa region by replacing the scintillator 

hy perspu: in the central 30 cm of the central two elements. The G hodoscope 

covered an area 6 x 2 m2 with eighteen horizontal, slightly overlapping elements. 

Cme of the central G counters yas moved outwards to leave e. gap for the deflected 

m. Two extra counters not sham in Fig. 7 covered this beaa region. This 

urrngcment vas used at 96 and 147 GeV. At 219 GeV the arranganent Y(LS changed 

l Ugbtly: the B hodoscope vas made vider by the addition of extra counters at 

dther end and near the center. The hole In G bad to be moved to 

acc(nodatethe higher energy bean. 

W&2 bcdoscopes played two roles. First they were part of the trigger 

qstea described in Section IV. Second, their time resolution was 30 ns, which 

ellared time as well as space masking of the tracks found in the downstream 

eMbera. This masking was an essential part of the definition of event-associated 

treclu. 
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111.7 The photo" and neutral badron detectors 

Behind the G and H hcdoscopcs there were tvo systems of detectors. 

The first consisted of 3 radiation lengths of steel folloved by a set 

(wmmuv) of magnetostrictive spark chambers, k I 2 m2 (rig. 6). Electrons 

, (P photons striking the steel vail had a good chance of starting a" electrc- 

magnetic shover which Shoved in the spark chambers (LS (I very 1-e nmber 

of sparks. In fact the system yas not used to detect photons but was used 

to help identify electro"s in an investigation of the effects of the backmound 

of pe scattering et very low Q2. 

The second consisted of e 110 cm thick lead v&l followed by e set of 

k x 2 m2 magnetostrictive chambers ( xvuxxv)(Fig. 6). This thickness of lead 

provided almost complete absorption of electramgnetic shovers but w-as of the 

required thickness to start nucleon cascades. This cambinatio" vas designed to 

make possible the detection of neutral long-lived hadrons and check on the 

la&on versus muon separation in the rest of the equipneat. Hovever. the high 

dmsfty of stray sparks made it impossible to use it es II detector. It was, 

however. used in cmb&ation with the "photon" detector described above to 

help identify electrons and vas also used to identify triggers caused by beeam 

pcdtrons in rs"dom coincidence with halo muo"s. 

III.8 The hadron absorber 

lluons "ere Identified by their ability to penetrate 

l steel wall 250 cm thick (Fig. 6). This represents 

l5 lmdronic interaction lengths: this did not completely eliminate the 

dfects of the most energetic hudrons. Hcwevef, effects due to 

als-identification of badmns es muons are inslg"ifica"t (ax). 
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III.9 *muon counter hodoscopes, ?I and M’, and the beam veto system 

The U and H’ hodoscapes had respectively horizontal and vertical elements; 

their layout is shown in Fig. 8. The central elements on the negative side were 

smaller vertically than the other counters because they covered the region vhere 

the majority of scattered muons appeared. All the central elements were mounted 

on a trolley which pennicccd movement in the x direction so that the beam hole 

position could be adjusted. The width of this hole was also adjustable, as were 

the heights between the elements of H’. These hodoscopes were used as a part of 

the trigger system; in the analysis they provided time and space nasking of the 

NO” spark chambers. 

The Nhodoscope was an arrangement of 13 counters (each 66 x 7.5 x 2 cm3) 

arranged as shovn in Fig. 8. TMs hodoscope was designed to fill the gap in 

the U hodoscope and was used es a beam veto counter for part of the 147 CeV 

running. To improve the acceptance at low v and moderate g2, it was replaced 

in its Veto action by 3 totally overlapping counters, each 30 x 23 x 0.6cm3 called 

collectively the K counters. In this nwde the middle N counters were only latched 

while the outer ones not overlapping K could be added conceptually and operation- 

ally to the H. This allowed the muon acceptance to be pushed vertically.nearer 

to the beam. A reference to N includes these particular counters of N. This 

arrangement uas used for the 96 and 147 CeV runs of 1975. 

At 219 CeV. the three counters of the K were replaced by a hodoscope. con- 

l leting of eleven scintillation counters 30 x 5 x 2.5cm3 arranged vith SO% over- 

laps. and on additional counter which covered the area between the hodoscope and 

tbc active area of the Il. We shell refer to both “eta arrangements as K. 



111.10 The muon spark chambers 

Behind the muon hodoscopes was placed a set of eight, 4 x 2 “2magnero- 

l frictive spark chambers (uxxvuvux). The chambers and hodoscopes were dis- 

placed :o the negative x direction (the direction in vhich the spectrometer 

ugner bent the scattered muons) in order fo maxiu&e the acceptance. 



-i9- 

N. The Trigger and Data Lotgin& 

The experimental trigger required that three conditions be siplu.l,taDeously 

fulfilled. These Yea-e: 

1. The observation of an incident bemn particle vithin the besm acccpt- 

uce. This condition tis satisfied by signals frm the beam telescope incoincidence (6). 

2. The observation of a scattered muon in the acceptance of the .ppantus. 

This condition us satisfied by a coincidence of signals from the downstream 

hodoscopes, G, H, U, ti'. 

3. l'bhe observation that the incident muon had left the beam before it 

arrived at the back of the appararus. This condition was satisfied by the 

.bsence of a signal from the beam veto K. 
All three conditions were necessary to achieve an acceptable trigger 

r*te. The been contained positrons vhich satisfied (1) snd (21 at the rate of 

ntout 2x10 
-4 per incident muon. The be= hslo could satisfy (3) by nccidental 

coincidence vlth a beam particle at * rate of about 3 to 5 x 1O-2 per incident 

DI*. The inclusion of G and H in (2) prevented beam muons vbich scattered in the 

ha&on absorber and struck M or 14' rather than K fra appearing in the trigger 

8s real muoll scatters. The three requirements taken to&ether provided a trig&u‘ 

vblch occurred at the rate of 6 to 10 x 10 -6 per incident muon. Tbe *get 

rssociated trigger rate vas visible at about 1 x -6 10 if a full-empty sub- 

traction V(LS done vith adequate statistics. 

Erents which contributed to the remaining trigger rate included: 

1. Positrms in the bee (b " decay) firing B and G in rendan coin- 

cidence vlth H or &I'. 

2. I(uons interactins in the iron hadron absorbv md firing B and H in 

radan coincidence vith G. 
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(Tbcse random coincidences were usually coincidences with an umetoed 

be10 muon which fired one of the G, I4 or H’ hodoscopes.) 

3. Muons of low energy which scattered in or near ;he final bending 

ugnet. satisfied the beam trigger requirements, and were bent by the spectro- 

meter magnet into the trigger acceptance. 

Ibe exact definition of the trigger satisfying all conditions was 

B il C (M or M’) used at 96 and 107 GeV 

B E (G or H)(H or K’) used at 219 GeV 

where 

1. Bvasa coincidence between the beam telescope counters 11-3. TIA and 

an anticoincidence from any of the veto counters Ve, V 
j 

or the 2 x 4 m2halo veto 

koscope VW (Fig. 6). There was also an additional constraint applied. The beam 

bad the structure of the RF accelerating frequency of the main ring. fiis meant 

that nuons appeared at the apparatus in RF “buckets,” 18.8 ns a?artandZnstide. No 

uoo was accepted unless it was alone in its bucket; “alone” means that each 

of the beam hodoscopeh BRZ-6 had only one counter firing. This was done so 

that there would he no loss of events due to extra muons vetoing such events 

by bitting K. In addition no muon was counted or used which had e muon in 

the preceding RF bucket. This was done to avoid the effects of inefficiencies due to 

dud time in the K veto system. These could occur in the folloving manner: muons 

acrging from the badron wall were frequently accompanied by extensive electro- 

rgnetic shovers which might disable the K e.ystem for a period greater than 

18 IIS; the eccond muon could then satisfy the first trigger condition and P 

random coincidence due to a halo muon vould complete ao unvanted trigger. 

2. iuasthe absence of a signal in any element of the K counter system. 
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.3. (G or g) Vas the preseweofasignalinanycounterof theGorHbodo*cope- 

4. (nor M’) was the presence of a signal in any counter of the H or If’ 

hodoscope. & meotioned n sometimes included some elements from the N hod*sc*pe. 

The beam telescope resolving time was 10 ns, the V;,Vj and K veto 

resolving time was 15 ns and the halo veto hodoscope V, resolving time was 

25 ns. The resolving time of the remainder of the trigger system was set 

by the need to dccomodate the transit time of light (20 ns) in the longest 

counter elements (3 m) vbich were those of the G hodoscope. Thus the over- 

all resolving time on B?F(G or H) (M or H’) was about 30 ns. 

In addition to the basic trigger as described, the apparatus was also 

triggered on a small fraction of the beam muons; 1 in 2 ” (106) changed 

to 1 in 222 for part of the 219 GeV running. The6 embedded beam triggers 

provided an unbiased sample of beam veil interspersed within the data, which 

as used to calculate the incident muon tagging efficiency and to deter- 

sine the phase space of beam potentially able to scatter. 

Other triggers were used for special purposes. Particularly useful was 

the “halo” trigger which was a coincidence between the halo veto hodoscope, 

the C hodoscope, and the II hodoscope. 7711s provided many tracks passing 

straight through the apparatus which were useful for alignment purposes. 

A trigger set in wtion a sequence of events. Tbe first was to close 

tbm gate to a set of scalers counting various coincidences, in particular one 

counting the incident berm (B). At the same time the spark chamber firing 

sequence was initiated and thegareto counter latches opened for P suitable 

the to record which counters were fired in the trigger. Uhen the spark 

cbnbcr data was digitized, the on-line computer, a Xerox Sigma-3,initiated 



-22- 

the reading of all spark chambers, MW’C. scaler and other relevant information. 

Ibese data were organized, sorted into records and stored.' At the end of the 

beam spill all the events accumulated during that spill were transferred 

to magnetic tape. 

The computer was also employed on many monitoring services which alloved 

cootinuouscheckrtobemade on the operation of the equipment. 

Data taking normally involved both target full and empty nms in the 

ratio of about 8 to 1 in exposure. Huvever, changeovers were not frequent 

because the target emptying time was several hours. 
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V. Event Reconstruction 

The process of data reduction took place in several stages. the objective 

being to produce a library of events which contained for each the track-finding, 
, 

track-linking and preliminary vertex data in addition to scaler and counter 

latching information. This tape was used as a source for all phyFics data 

analyses. 

The stages of this reduction are conveniently labelled by the name 

given to the magnetic rapes produced. viz. Primary, Secondary and Tertiary. 

Y.l ll3e production of primary tapes 

The records from the raw data tapes were checked for sf.mplt errors that 

might have occurred during data logging. gad records were removed and cor- 

rected records mitten on to the primary tapes. 

V.2 The production of secondary tapes 

The purpose of the secondarytapes was to provide a record of all events 

in which the scaler and counter latchfng data wereunpacked and arranged into 

* convenient format and in which ~11 spark and WC coordinates were 
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In real X, y. U, v, etc.. coordinate space. The latter required a thor.,ugh 

alignment procedure to maintain the apparatus resolution over long periods 

of tiw. 

Son NM were available I” which eve”ts were recorded with 1 simple 

bcu trigger (B. section IV) and wltb the spectrometer magnet switched off. 

lha bun tagging system after D4 was used to define the~coordinate system 

of the apparatus so that these straight-through muon events could be used 

to fix the central alignment of the detectors to 0.5 mm. 

This procedure vas adequate to align completely the upstream HWPC but 

tbc dwnstrcam spark chamber system required more attention. 

To align the system, halo muon 

tracks and real event tracks were used In addition to beam events. ISabers of 

groups of chambers were aligned relative to each other. Ihen all groups vere 

aligned within the app.mtus as a whole. In addition the chambers using magneto- 

#trictlvt readout were cxaained for non-linearities. These were the exception, 

mt the rule. and were easily removed by a simple paraz~etriratlon of the dcvia- 

tb". Tbesc,procedurcs depended on track finding and fitting followed by mini- 

mization methods designed to eliminate deviations due to misalignme”ts. 

These alignments and the changes in ma~netcstrfctive corrections were 

eolductcd on . run to run basis by means of a four-pass procedure “sing the 

firmt three or four hundred events on each prisary tape. In this & the 

ctmmbers demonstrated and maintained their theoretical resolution of about 

0.5 I lo spite of effects due to temperature variations. floor sinkage near 
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the hadron absorber, and ageing. 

Once the chambers were aligned, the program calculated event by 

-Snt the real Space positions and vidths of all sparks and MWPC hits. COP 

b&d these vfthcounter latch and scaler data and vrote the SvSntS On the 

secondary data tape. 

‘Ihe apparatus efficiencies Mre monitored on S run by run basis. hY 

run which had a part of the apparatus running St a grossly impaired Sfficiency 

vss rejected St this stage. 

V.3 The production of tertiary tapeS 

This strge of the data reduction was concerned vith track and vertex finding. 
It usyd the secondary 

tapes as source and wrote the results on S tertiary tape. It vae designed to 

find 011 tracks, all secondary mwnS, and their vertic.es and to make track and 

VSrtul linkings. No cuts were applied except to probabilities in track fitting 

u) that no biPs was built into the program. The tertiary LSpes became the source 

for later programs vhlch made the final muon selection. 

Tbhc Snrlysis programs were divided into nine sSpSrSte tasks: 

f. beam t*gging 

ii. upstream MbTC trSckfindlng 

iii. wxm chamber trackfinding 

W. downstream chamber crackfinding 

V. linking UPstrea~MlPC tracks LO dovnscream spark chamber tracks 

vi. track recovery 

vii. l*nking to muon chembS*s 
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viii. vertex finding 

ix. calculation of kinematic quantities 

I) The beam tagging system. Information from the beam hodoscopes and multi- 

tire proportional chambers was combined to provide the most efficient bean 

track reconstruction consistent with precision on the momentum. position and 

direction of the incident muon. This meant that at stations at DL or Ql the 

absence of either a chamber hit of a counter hit did not eliminate the event. 

Dnly at the station just upstream of the target was it necessary to demand a 

chamber hit in both coordinates In order to preserve positional accuracy. The 

trajectory reconstructed upstream and dovnstream of D4 vas required to link within 

1 cm at the center of D4 (r.m.6. deviation was 0.15 cm) and to lie inside the 

aperture of these dipoles at their entrance, center and ait. 

ii) The upstream WPC trackfinding. The data were analyzed using the 8 planes 

before the magnet. Trackfinding was done independently in the xr and yz planes. 

In each view tracks were required to have three or four tire hits and to point 

back to the target region. A 2% probability cut eliminated inappropriate fits. 

In the case of two tracks sharing two or more vice hits, that vith the highest 

X2 was rejected. 

11s) Muon chamber trackfinding. These chambers were some distance from the 

magnet end target so that, except for the beam region, tracks were well separated 

and generally pointing back towards the magnet center or parallel to the beam. 

In addition, the chambers were close together. Correlated ~(x. y) points were 

found fr& the two planes in each of the four chakbers. A search starting from 

one such point required that only a small range of x coordinate In the neighboring 

ebambcrs be examined. Groups of three or more x sparks were fit to a straight 



line; the tracks were accepted on a simple X2 cut. For every crack found 

in the xz projection, a search was initiated among the associated y values 

in order to find its yr projection. 

iv) Downstream spark chamber trackfinding. These chambers were spread over 

l large range of z and trackfinding was complicated by the lerge numbers of j 

*parks not related to 'the events. Trackfinding starred in the 6 x 2 m2 megne- 

tostrlctive chambers using a technique identical to that used in the moo 

chambers. This allowed the definition of track roads upstream into the 4 x 2 m* 

chambers, which were searched, plane by plane, for contributing sparks. once 

all sparks were found, the entire track was firtedus~ngthedatafromeachplane 

(x. U, or v) separately. end a X2 cut we8 applied to remove bad tracks. A mini- 

mm of three sparks in the 4 x 2 m* chambers end a minimum of eleven total sparks 

wee eet for downstream tracks. If the track failed these requirements. 'the 

line of search in x was alloved to suing, fixing the position of the track 

et the center of the 6 m chambers, and chengfng its position et the most up- 

l treem of the shift-register readout chambers. A first pass svung the trnck by 

1.5 cm.. e second pa.& by 2.5 cm. These wings were only necessary for *bout 10X 

of the euccessful tracks. 

v) Dpscresm-dovnstream linking through the magnet. The cylindrical symmetry 

of the spectrometer magnet meant that the impact parameter in the xz plmc of an 

upmtreem particle trajectory was equal to that of its downstream trajectory. Apart 

fra the effects of edge focussing end the helix geometry of the track in the 

usnet. both of which ere smell. the projected slope of the trajectory in the 

ys plane is the same before end after the megnet. Ihe distributions of the ob- 

l crved difference for unique links have r.m.6. deviations of 2.3 mm in x. 7 PI 
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in y and 1.3 str in dy/dZ. Links in the xr planevereaccepted if 

the difference in x impact parametersvasless then 8.8 m. Links in the yr 

pI-vereeccepted if 

[g.q2+ [sxL]'< 1 

ml, l ssmed, es "es almost the case, that the differences were unc*==eI=ted- 

(3 etmds for the upstream-downstream difference.), 

rl) Irack recovery. Once initial upstream-downstream linking bad been com- 

pleted tvo extra track seerching routines were activated. The first was designed 

to r-e inefficiencies in the upstream track reconstruction due to the lack of 

redundancy in the MiFC system. It took any missing link in the x and/or y view 

eu.i projected it beck through the magnet to the beam muon p&frion at the center 

et the terget length. The upstream chambers were searched for any two point 

rrecks near this line. App roximetely 15% of xt end yz tracks In the upstream 

tiers were such tvo point tracks. 

The l econd recovery routine was designed to remove inefficiencies in 

cbe dovnstrc.sm track reconstruction. The impact parameter of MWPC x tracks which 

iid not link to any downstream track end (x, y) sparks in one of the downstream 

ebabers vere used to form e coed. If sufficient sparks were found in the road. 

thy were fltted,nnd the resulting track was added to the crack buffer if it was 

net e dupllrete of e previously found track. If insufficient sparks were found, 

tbeo tbc Coed Wee l lloved.to swing by 5 m in a manner similar to that of the 

priury trrckfinder. 

In thr 96 cod 107 GeV running. the sparks were teken from the 6 m 

WCs. and the algorithm went to the next NIT track on finding e Ed 
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downstream track. In the 219 &V ruping, all combinations of tracks end 

eperb from the four dovnstream-most shift-register chambers were used ** 

l eeds. ho b.,th casesL. the initial road vas required to point in the directioo 

of 4 lit G or R counter. 

vi*) Downstre4zc-m on chamber linking through the hedron absorber. All tracks 

in the muon chambers were tested for linking to all tracks in the dovnstreem 

ch4mhers. A good link satisfied criteria designed to find in the dovnsrrea 

ehembers those, trajectories vhich were due to muons. The muons verc the only 

particles vhich could penetrate the hadron absorber but in doing so they 

suffered rultiple scattering. This effect increased vith decreasing muon 

mergy so that the linking criteria had to take into account larger deflections 

md displacements et lover energies. A link ves accepted if the folloving 

criteria vere satisfied: 

a) The difference in slopes dx/dz vas less than S x 12.5 mr 

b) The difference in x coordinates et a I vhich is the effective 

rvltiple scettering center vas less then S x 38 mu 

c) The difference in y coordinates et the muon chanbers ~a.8 less than 

188 I. 

The aamber S is the multiple scattering factor: it ves 1 near the beam end 

lucreawed l pproximetely linearly vith x to II figure of about 9 at the x point 

where 15 CeV muons vere detected. The cuts in (0) end (b) are at 7 standard, 

dwlatlons. Ihe cut in (c) Is large to accomodate the poorer direction finding 

ability in the vertical plane. 
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,,iii) vertex finding. Each muon candidate vas used to find a Vertex with 

the beem by fitting its HVPC links and the beam track to e,Vertex. If there 

vas no y liok in the HWC, the downstream y track ves used. Any other HWC 

tracks which pointed at the muon-beam vertex vere included in e subsequent 

fit to improve the vertex location end resolution. 

ix) C.&xlation of kinematic quantities. Momenta vere calculeted for intime 

tracks linking through the magnet in the folloving vey. The Vertex ves located 

end e line drawn to the impacr parameter of the track in the center of the 

magnet. This line and the incident muon direction gave the scattering angle; 

the position of the track in the 6 m chambers and lBd1 for the magnet then 

gave the momentm. The values of Q* and Y vere then calculated for all won 

cendidates. These velues were Frritten & the tertiary tape but nonrally better 

velues were calculated later. 

The data from track finding. track linking, vertex finding end the 

kinematic calculations vere vritten on the tertiary tape along with scaler 

end CoMter latching information vhich vas transferred intact from the 

l econd*ry tapes. These terriary tapes vere used as sourc.ss for various 

efficiency snd physics progrems. 
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VI. Event Selection end Corrections 

This section deals vith the production of the sample of good events, 

the callbracion of the spectrometer end the calculation of the muon kinematice. 

The linking requirements established at the tertiary tape productlon 

wage left a sample of muons conteminated by out-of-time halo nnwns. To 

purify this sample every muon candidate track ves projected onto all hodo- 

‘copes. At each hodoscope a successful hit was flagged if at least one 

clement vas latched and this element vas one that could have been struck 

by the particle. 'to allov for multiple scattering and errors in the counter 

positions and track coordinates, each element vas expended 3.75 cm at each 

x boundary and 7.5 cm at each y boundary. At the muon chambers P track 

could hit eny number up co three hodoscopes (U, H'.and N) .snd vas declared 

to be an in-time muon track if the success rate ves 313, 213. 2/2. l/2. l/l. 
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In the do-treem section for the 219 CeV data the hodoscopes vere G end R. 

end the in-time dovmstream crack declaration required 2/2., For the 97 end 

147 cev date, G vas standing alone and the requir@dent vas l/l. Dovnbtre~ 

tre&S vere else projected through the hadron Shield, end with 4" Sdditio*Sl 

allowaxe for multiple scattering. vere flagged if 80 appropriate M. M’ 

or R element bed been lrtched. 

tire are CW cle~ses of tr*ck vhich vere acceptable muons. The common 

criteria vere: 

e) Track must have en upstream to downstream link. 

b) Treek must be declared in-time downstream. 

Thea the two classes are defined by: 

1) Tr.ck-linked: the dovestream track links to an in-time moon track. 

2) Caterer-labelled: the dovnstream track is in-time St the muon 

bodoscopcs. es defined nbove. and points to S cluster of sparks in 

the muon chembers. Downstream tracks vhich link to out-of-time 

muon chamber creeks Sre considered to be counter-labelled if they 

l re in-time et the muon hodoscopes. 

05 to 92% of 411 events contnining a muon vere track-linked. The re.mSlnder 

were counter-1Sbelled or contained tvo muon tracks linked to the same dovn- 

l treSm treck; in the latter cabe the dovnstrean track defined the muon. About 

1.5% of the events contained tvo muon candidates. in which cSse crack-linked 

wee choSea in preference to counter-labelled. Failing this the best upstre4IP 

dmmstrur trrck linking signaled the preferred muon. In the 219 CeV 

&te+ there were mre extrd crxks due to rhe'change in the trrck- 

finding routines end an additional level of choice we6 added. If the linking 
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eigmature was the eeme. then the choice vas based on the number of sparks in 

the track. The number of mlt;-muon events is consistent vith the hypothesLs 

that they come from the decay of Secondaries produced by the scattered muon. 

The procedures used to choose the muon made no use of this inform~tlon. befng 

designed to climlnate halo muons vhich vere accidentally in-time Sod linked 

upstream. This implies that the hadron decay moon will be chosen over the 

real scattered muon in some half the multi-muon events. The resulting Q* 

depends on both the muon and hadron kinematics, end can be either larger or 

Smeller then the Q* of the real scattered muon; The net correction to the 

cross section is thus less than 1% and ves ignored. 

The vertex vas redetermined using the scattered and incident muon trSck.S 

Sloae. This vertex VSS used in making vertex cues in the fina stages of the 

melysls. in order to eliminate a possible SystemStic effect. Events “filch 

produced hadrws vould have Smaller vertex errors due to the inclusion of the 

&edroe trecks in the vertex fit, thus resulting in a bias unrelated to the 

mm* U”em.cics. To remove my effects of this bias. the scattered-incident 

luon vertex vas used. Figure 9 shows the r-distribution of these vertices. 

The target stends out clearly. 

VI.1 Celibration of the Spectrometer 

The rccaracy of the iwmentum calculaclon vSs dependent on two pieCeS of 

iaformation. The first ves knowledge of IBdl. vhich ves known for both megnets, 

04 end the CQ4. to better then 1%. The current drawn by each magnet vas monitored 

during the running. end my run-to-run drifts vere taken into account. The second 

waS knovledge of the bend angle. which vSs reSsured by using the position and the 

track reconstructed in the domstreem chambers. However. the engles measured de- 

pmdcd on the SccurScy of the eligmaent, vhich could introduce, vie e rotetlon of 
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one part of the apparatus with respect to another. misassignment of momenta. 

A calibration was therefore done vhich took tvo stages and corrected for three 

systematic effects. These were: 

1) A relative rotational misalignment between the upstream and downstream 

*pparatus. This affected the mOmenta of positive and negative particles 

opposice1y. 

2) A relative miscalibrarion of the D4 magnet and the spectrometer magnet. 

ubich had a very large effect on v, the muon energy loss, for small 

values of V. 

3) The absolute calibration of the spectrometer magnet. 

The effects 1 and 2 were corrected by using the large number of elastic 

u-e scattering events and the emkedded beam events (which can be classed as II-~ 

.~tters in which no energy is lost). The opposire effects in 1 and 2 allowed 

them to be separated .wd a small correction factor found which corrected all 

menta to that which would be measured by the spectrometer magnet. The absolute 

c,.llbrotlcm was done by again using v-e events. Those scatters vhich were “elastic” 

within the apparatus resolution were in principle over determined. The angle of 

scatter can be predicted from the man energy loss and measured from track coordi- 

nates. Since the value calculated for the muon energy loss, after effects 1 and 

2 have been corrected, depends directly on the spectrometer calibraricm assumed, 

.a absolute calibration was obtained by minimizing the square of the difference 

bacveen the predicted and observed angles over a large number of events. 

The procedure also provided the figures for the apparatus resolution. 

For the wmentum, tht r.m.8. deviation up is given by op/p~- 1.4 x 10 -4 
p 

where p is in cev. For the scattering angle the r.m.6. deviation is 0.32 

U. The resolution in Y varies and its effects are considered in Section VI-g. 
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VI.2 Data C”fiS 

‘Several cuts were made to this data sample vhich are enumerated below. 

(a) Some part* of the aPParatu* had little redundancy so that any mal- 

function had an immediate effect on efficiency. Preliminary filccrlng for gross 

inefficiency was done at the secondary tape stage but less obvious changes 

were also present. Of particular importance vere the dmmstream and muon 

spark chambers. Runs were rejected if the mean number of sparks in the down- 

stream chambers per track was less than two standard deviations above the 

least number of 11 sparks, the requirement employed during track finding. 

Similar checks were applied to the muon chambers. Tbe upstream and bXTC 

chambers were wnitored for efficiency so that It was possible to retain all 

runs unless there was a gross malfunction. 

(b) All muon scattering events were required LO satisfy the following geometric 

criteria: 

i. The incident muon trajectory had to be lnsfde the target along 

the latter’s entire length. 

ii. The vertex calculated using the scattered and incident muon was 

\ucd for a target cut. Svencs were accepted if the vertex was inri,de 

the target tith an error of 3 standard deviations. 

iii. The #cartered muon was required to be inside the geometric accepc- 

l ncc of the trigger and to point outside the deadener in the 6 x 2 

2 
1 spark chambers. 

(c) y-e scatters must be eliminated from the data. Events in vhich only the 

-ttcred muon and one negative particle were reconstructed downstream and where 

there was no excess ectfvfty in the Pl&TC were examined further. If the event 
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appeared elastic vlthio 15%. or bad a very lov pT for the negative particle, 

it was declared to be a v-e scatter and was removed from the data 

saple. This program was about 802 efficient and had a negligible effect on 

ludronic l “ents. It left a contaminatfon in the hadronic events estimated to 

k about 62 in the range 0.2 < Q2 < 0.3 (GeV)2andabour 32 in the range 

0.3 c Q2 C 0.6 (CeV)2 in ehe 147 GeV data. Tbe estimates are 102 for 0.3 

< Q 2 2 
< 0.6 (CeV) in the 219 CeV data. For all other kinematic regions and 

for the 96 Cd data the contamination is less than 0.X 

(d) After all the shove cuts have been made the trigger rate was calculated 

for all the -n scattering cyents. including the effect of beam reconstructfon 

efficiency (see Section VX.4). Any run having P rate more than three standard 

deviations from the wan had its contribution rwaved from the sample. 

VI.3 Basic formulae 

The results are presented in bins of the kinematic variables: e.g. 

(9’. 6). We specify a pair of general kinematic variables (a. 6) with a 

bin (do, A61. md a qusr.atity Q(u, 6) related to the differential cross 

section by d2a/dad5 - X(a. B’ Qb, S). rhea the bin-centered value Q(ao,. So) 

ia 

Q$. OJ - (*’ 
kre. L is the luminosity, c is an efficiency factor independent of (I and B, 

KC is tbe radiative coercction, and SC is the correction for finite resolu- 

tica. The quantity W is a weighted event sum: 

Y- 
F 

1 - P <ai’ 6,’ 
A$. 6,’ E(a*, Si) - Lt h* *g’ (9’ 

f UN. (do. f&s, - t&i&, AS) 
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there the sum runs over the events In the bin; P Is the empty target fraction, 

A is the geometric acceptance, E is an efficicacy dependent a" the k’lnematics. 

l od rrt is the "umber of elastic radiative tail events (see Section VI.lg) 

calculated for the bin. Equation 8 is used iteratively; a" analytic form 

for Q(a. 8) based on previous data is assumed. the values of Q(a,. 6,) are 

fmmd and a new fit to Q(a, 6) is obtained. The procedure is repeated until 

the fit does not change significantly. This procedure is necessary only at 

10~ w vhere the stmcture functions are rapidly changing. 

This method is used to determine the values of F2(Q2, x). as reported 

belov. The determination of the other terms is discussed in the follovfng 

uctio”s. 

-4I.b The l"mi"osit~ 

The luminosity L is the number of incident muons times the "umber of 

o~&zens in the target per unit area perpendicular to the beam axis. The 

first wber is found from the gated scaler which counted the incident mu"" 

bea md the eeccmd from the target dimensions and liquid density. 

VI.5 The kinematic independent efficiency 

Tha efficiency L contains six factors. Fach is described below and the 

rrluu give" i" Table III. 

1. c1 is beam reconstruction efficiency. The embedded beam triggers 

are unbiased by the muon trigger. The fraction of these triggers 

lm which the incident muon is successfully reconstructed gives cl. 

2. c2 corrects for the effect of tw mmas appearing 1;~ o"e RF beam 

h&et. If o11e scattered. the event was lost since the second would 

l trik.e the K veto. 'IMs effect was suppressed by the trigger arrang?:- 

memt (see Section IV) but remained so that (1 - .c,) - 11 in som? 



of the 147 GeV data but is negligible in the rest. 

3. c3 corrects for the downstream spark chamber inefficiencies. Asking 

forllsparks or more is estimated to lose 0.52 of the events. 

6. c4 corrects for the efficiency of the upstream MUPC. This was 

measured by using a class of “perfect” downstream muons and asking 

bow often they linked with tracks upstream. In the case of both E3 

l nd E4 the overall gross inefficiencies have been removed earlier 

(Section V.2). The methods of calculation take account of possible 

event to event correlated inefficiences. 

5. r5 is the correction for counter efficiency as it affects the trigger 

and reconstruction. 

6. c6 corrects for over-subtraction of background because of the exist- 

ence of hydrogen vaporin the nominally empty target. 

$7.6 The geometric acceptance 

The geometric acceptance A(Q2, v) was calzulated on a net of Q2 and Y 

values at each energy using-a Monte Carlo program. The boundaries of the 

acceptance are given by the inner and outer boundaries of the hodoscopes in 

the trigger and by dead space inside this region owing to deadeners and the 

spark chamber boundaries, all smeared by multiple scattering. Counter positions 

were deternined from survey and from a program which used tracks to determine 

bundariss between hodoscope elements. The Uonte Carlo events were generated 

wing as incident particles the trajectories given by the embedded beam 

trkggert. 

Figure 10 shows the acceptance at each of the three energies. The con- 

tmrs show are determined essentially by the size and shape of the muon hodo- 

.copc* . Since the CCM preserves impact parameters, the locus of the events 

tuvfng a fixed (Qt. v) is approximately a circle on the plane of the muon 

bodosccpes, smeared by the finite size of the beam and target. Figure 11 

&OWX SOIBC representative unsmeared circles, for the 219 Cev data. 
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VI. The kinematic dependent efficiency 

The efficiency E(a. 6) takes account of two effects. The first is due 

to trackfinding inefficiences in the region of the beam in the dovnstrenm 

chambers. This effect was measured by taking data from a real event and 

planting an extra track by a Honte Carlo method which simulated knovn ineffi- 

ciencies and spark spreads. This modified event data was subjected to the track 

finder and the success rate in finding the planted track measured the effi- 

ciency. Fig. 12 shows this efficiency as a function of position across the 

6 x 2 m2 chambers. The effects can be parametrized with a maximum error of 

30Z of the inefficiency. The lov v bins are wrst affected with a maximum 

error about 62 due to the error on this correction. 

The second effect is called the K-veto showering or “suicide” correction. 

A fraction of events vich the lron inside the geometric acceptance were self 

vetoed when a delta ray or a part of the electromagnetic shower. vhlch often 

emerged vith the muon from the hadron shield. struck one or more of the K-hodo- 

*cope elements. This was an important effect for the part of the acceptance 

which was clone to the K-veto. The effect MS quantified by examining the 

distribution of multiple hits in the N-hodcscope for embedded beam triggers. 

l%e systematic error due to this correction is about 1X. 

VI.6 Background subtraction 

The background subtractioncas done by using P (a, 6) which is the ratio, 

of target empty to target full yield it a normalized incident beam. For the 

96 and 147 CeV running, the background was fit to the form 

F(w 03 - (Cl + c2v +c3u21 (I - 3x/a, 

x - Q2/2Nu. 

lb factor (1 - 3x/8) 0110~s for the fact that tbe target flask material is 
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deuteron-like. Fig. 13s show the data and fit for the 96 CeV data. The 

219 CeV data bad better statistics and allowed the value of p(v. Q2) to be 

calculated for numerous bins. It was found to behave in a simple “ay with Q2, 

but no ” dependence was observed. The value of F was determined for bands 

of Q2 aad is sham in Fig. 13b. The background fraction was not cr~nstant 

l inee the vertex resolution at lower Q2 was poorer. and mans scattered frm 

. grc.ter amount of material near the target could pass the vertex cut. The 

gystematlc error in the final cross section introduced by this methods of back- 

~rqund subtraction is estimated to be less than 3%. 

VI.% nesolution correction 

Due to ffnite resolution the observed value of v or Q2 will not be the 

true value. This effect CM be serious vhere there are kinematic boundaries 

or where the differentlnl cross-section is varying rapidly. The observed 

cross-section is given by 

$&I,. = 1 f d&~F,~;a,6: a’, 6’) da’d6’. tic) 

The correction factor is then 

d2a 
scb, 6) = 

It SizEme . 
2 

ii% ohs 
I 

No. 6; a’. B’) is the probability that an event truly having kinematic vari- 

(11) 

l blu a’. 6’ is seen as having 0, 6 cuing to resolution. The resolutions 

determined (Section VI. 1)~ indicate that the only resolution that is serious 

lo that 011 E’. Tables of values of SC(a, S) ve~c constructed and found to k 

lmsensitivc to the values of the structure function F2 used in . true cross-section. 
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The resolution becomes extremely poor at very low \I so a cut on the 

data is made .st v * 5 GeV (v - 10 CeV for the 219 CeV data); at the same time. 

tb; correction has a significant effect only on data with Y < 20 CeV (v < 50 

GsV for the 219 CeV data). Its maximum effect in the accepted region is 20-302. 

depending on the datz set. and the systematic error arising from this correction 

is estimated to be less than 1%. 

V1.l0 ‘lhe radiative correction 

The radiative correction factor RC(a. 6) has to be calculated. The in- 

l lsstic scattering of muons by nucleons is the process of interest but it 16 

possible for the muon to radiate real photons in the target material before 

and after the interaction of interest (external bremsstrahlung) and during 

the interaction of interest (internal bremsstrahlung). In both cases the 

-surement of secondary energy does not yield the actual values of Q* and v 

in the basic interaction. Thus the events in an (a. 6) bin are a sample 

&ich has been depleted because. although the kinematics in the interaction 

bad value o, B the observed muon radiated after scattering. In contrast the 

umple has been increased by events which had different (0, g) but radiation 

rLrs them appear to have the required (a, 8). The increase also iocludes 

oveats frm ilastic scattering of muons on nucleons in which a photon has been 

radiated (elastic tail). Thus the observed cross-section is given by 

2 

iii%- 
1 

2 d20 -. 
RC(ar6 1 dad6 

oba 
& tr"e + 

tail 

lbe number of events due to the elastic radiative tail is calculated for 

eech bin. and is subtracted from the weighted events in thst bin (eq. 9). 

TSlues for the cross-Section due to .the elastic tall are calculated using 
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formulae given by Tsai. 26 Tbe ratio of the calculated number of radiative tail 
at 218 Cev 

events to the veighted number pf observed events is shown in Table IV. The 
I( 

method of calculating the remaining term is described by Xo and Tsai. 
27 

To use 

this method it is necessary to iterate from a star‘E:d~ form for d2a/dadEtrue. 

The form used was a fit to the values of uW2 from the HIT-SUC data. 
28 

For 

the 219 GeV data the form used was a fit to the 96 and 147 CeV data. RCb. 8) 

was calculated and the muon scattering rxasurement corrected, F2 was derived 

and fitted, and RC recalculated. This iteration was continued until the cor- 

rected values did nor change. l-be value of RC(Q* , v) is shown in Table V. 

01.11’ Alternative analysis 

The 147 CeV deuceriun data was aalysed independently of the analysis 

described above. This second analysis had several distinct features; these 

differences are summarized in Table VI. The lack of a vertex cut in the second 

analysis led to a larger empty target subtraction, and hence a larger error 

on the final result than in the first analysis. The NO analyses of the deuterium 

d8ts~were in good agreement, and gave confidence in the methods of the first 

analysis. the results of which are presented belov for each of the data sets. 
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VII. Results 

Ue have derived values for the structure function F2(Q2. x) - uY~(Q*, x) 

over the complete kinematic range covered by the experiment. The value of 

R(Q2, x) has,been measured over a more restricted region. These data csn be 

used with Eq. 4 to evaluate the cross section a~ any desired point in the Q2, x 

plane. 

~11.1 Heasurement of R for the proton 

The relationship between the structure functions and R is showa in Eq 

4 - 7. A large part of the data lie in regions inaccessible to lover-energy 

experiments, so that it is important to measure R over the range accessible 

to this experiment and use these values to extract the structure function. 

This experiment has data at three energies, vhich allows the determination 

of P in the region where two or three data sets overlap. This is equivalent 

to the separation of the structure functions FL and P2. 

Bgrution 4 shows that the cross section is not strongly dependent on R 

over much of the kinendtic region covered by the experiments. This means. 

hovever, char small changes in the cross section induce large changes in B. and 

‘cm? care mst be taken to ensure that the process of extracting R measures 

scaething other than the systematic differences between the experiments at the 

three energies. Insofar as the data st each energy were taken in the sape 

apparatus and analysed using similar prograns. these relative systemstic effects 

should be small. They were measured by comparing the extracted values of F2 at 

each energy in regions vhere its value is insensitive to R. The structure function 

should have the ssme value in a given Q2. x) bin regardless of the energy of 

the incident muon. The values of the normalization factors applied to the data 

sets were allowed to vary. and the best nornalfzarion factors were found by 



minimizing the X2 for the data set comparison. When this vas done for some 

of the data with intermediate values of x (0.02 c x < 0.09). the normalization 

factors required of the 96 GeV and 107 GeV data were 1.01 + 0.055 and 1.01 

f 0.045 relative to the 219 CeV data. That is. the best X2 is obtained by 

ultiplying the three data sets by 1.01. 1.01. and 1.00. Calculations based 

on estimated systematic differences betveen the experiments (e.g. muons at the 

same physical position at the muon hodoscopes have different Q2 and Y for the 

differtot energies) indicate that the normalizacicns should be less than a few 

percent. 

Ia this experiment, the cross section in region x, 0.1 is quite instn- 

l itlve to the value of R. In sddition, muons having x > 0.1 were often close 

to the besm and the beam veto, and were therefore more subject to syste~tlC 

effects than the lover x date; these dsta vere not used to evaluate R. 

An example of the stability of the results in the face of changing 

systematics is shown in Fig. 14, where the differing acceptances and radiative 

corrections at the three energies are show? in conjunction with the extracted 

structure function. 

The standard approach to the evaluation of R involves plotting a - p + 

ce @q. 2) as a function of t for a given kinematic bin. The different 

energies give different values of E, and the straight-line fit yields al, and 

eT (Pig. 15). This approach is satisfyingly direct, but in this experiment 

it muffend from having to set up well-defined bins, in which there was 

often little data, or where the t difference afforded by the axuon energy range 

US mall. Accordingly l procedure utiliti~g the full overlap rCgioo was 

dwlscd to uke maximum USC of the statistical parer available to the experi- 

ment. ibis took the form of a program identicrl to that used in measuring the 
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rrlerive normalizations. except that in this case the value of R vae varied. 

The kinematic variation of R is also of interest end’ fits including such 

variations were performed by varying the parameters of simple functional forms 

for R. Unfortunately, the precision of the data &llovs only consistency checks 

to be lade. 

The vslucs of R obtained assuming R - constant for bends of x are shown 

in Table VII and in Fig. 16. The data are consistent with e constant value of 

R: R - 0.52+O’17 -0.15’ The fit has a X2 of 168.4 for 157 degrees of freedom. The 

errors quoted are statistical only. If the normalizations applied to the data 

arc allowed to change by their measured errors, the resulting change in R is 

+0.24 
-0.20’ 

Changes lo R of a similar sire can be induced by uncertainties in the 

positions of the hodoscope element edges effecting the acceptance, or in the 

trackfinding correction. These are shorn in Table VIII. If all the errors 

noted l re edded in quadrature. along with a possible additional change of 0.15 

cotimated for the effects of the suicide correction, the estimated total error 

on R is Ax - 0.35. 

One possibIe form for the variation of R is 29 : R - Ro(l - x)/Q’. Fitting 

443.43 this form to the data gives Ro - 1.2O-o 36 GeV2 for Q2 in GeV2. The X2 is 

164.4 for 157 degrees of freedom. The error in the measured normalisatibns 

a.57 tfvc riac to changes ti, Ro of -o.38. This suggests. using the relation between 

I l d the qusrk transverse momentum noted earlier. R 0 4 <p$/Q2, that +x1 - 

0.3(1 - x) Ge2. 

&other form, suggested by QCD30’13 is R - R;(l - x)/ln(Q2/A2). The 

8pproxiaations used in deriving this form are valid only for x z 0.1. whereas 

the data used in the measurement had x ~0.1. Nonetheless, the form does 

fit the dote as well as the tvu previously mentioned parawcriratlons; the 
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fit had a x2 of 172.8 for 157 degrees of freedom. Using A - 0.5 GeV, RA - 

l.18+0m39 -0.33' If the data are split into three Q2 ranges. and the data avail- 

eblc in each range are averaged over x. & different approach to the Q2 vari- 

l tion is obtained. (Fig. 17) Note that the x range. vNle different for 

each point, is confined to x < 0.1. The average x increases vich Q2. 

A simple parton model incorporating exact scaling of both structure 

functions predicts R - Q2/v2. The data are one and one-half standard devia- 

tions avay from this picture because the large values of Y involved mean that 

the prediction is essentially zero. vhile the trend of the data is larger than 

zero. 

me rise in the value of R at IOU x and lov Q2 measured in this experi- 

-t is not so significant as to invalidate a possible ass~ption that R - con- 

13 
*rant. However, such e rise is expected both by QCD end by general arguments 

of a "hadconic photon" nature. 31 The rise appears very striking vhen the x range 

+0.37 
is separated into "very small x*' (x < 0.01) for vhich R - 1.22-o 47 and "smell x*' 

+0.17 (0.01 < I < 0.1) for vhich R - 0.3Seo 15. The ranges of Q2 and x over vhich rhere 

Is tnough data to meas& R are correlated. We cannot therefore separate a Q2 

dependence end an x dependence. 

Early aialyses of electron scattering data from SLAC and ?lIT' also shoved 

a stetieticolly insignificant rise in the average value of R as x end Q2 are de- 

creased. The data here continue that trend. Eovever, a further analysis of 

that deta3* shovs that the data are also veil fitted by a constmt value for 

x 2 0.2 of R - q.21 k 0.10. 
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Vhile these experiments cannot distinguish betwen various form* for R. 

they do indicate that R, at low x, is higher than either the earlier SUC Value 

of 0.14 2 0.16 or the latest combined SLAG/XII-SLAC value of 0.21 * 0.10, measur=d 

at lover energies'and higher values of X. Since our data et x > 0.1 ere quite 

insensitive to the value of R, ve have used the value RI 0.52 in utrectlng P2 

(Q'. x) from the cross sections. 

VII.2 F2(Q2, w) 

The value of. the structure function F,(Q’, u) is presented in Teble IX 

for each of the three muon energies incident on the hydrogen target. for the 

combined hydrogen data, and for the deuterium data. This date vas evaluated 

in bins ofwand Q2. The data table vas prep&red assuming R - 0.52 for both 

hydrogen and deuferiun. Figure 18 shovs the combined hydrogen data es s 

function of Q* for various bends of W. The horizontal bars indicate the 

effects of changing R by its standard deviation, to 0.69 and O-37. Some 

lower energy data 32. 33 are also shorn in the figures. 

It Is intended that chew values of F,(Q’, w) be considered to be the 

Correct experimental value for a point at the center of the bin. For u large 

enough F2 varies sufficiently smoothly that the value of Fz averaCed over the 

bin. vhich is vhat ve measure, is almost the same as that at the center of the 

bin. Emever. for o < 5. F2 varies considerably over a bin; moreover for 

the bias vith o near 1, there ere apparatus cuts vhich do not correspond to 

the bin boundaries so that a correction is necessary and v&s -de to make 

these bin centered vtlucs. For the largest w bin for each Qt. come pert6 of 

the blo are inaccessible kinematically. The vrlues are values everaged only 

over the portion of the bin "here data exists. Care should be exercised in 

ruing those velues in Table IX in brackets "here the bin center is not kioe- 

uticelly accessible. The number of events is smell and corrections to other 

veluee of R rre great. We heve omitted these from our moment analysis. Fig. 

19 l hovs the same da;& es e function of x in bands of Q2. The value of x ie 

l/r vhere Y is the velue et the center of the bin. 
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Several features of the data emerge on Inspection of the figures. 

1) The previously observed pattern of scaling violations is seen: the 

value of F2 fells vith increasing Q2 et low w and rises vith increasing Q2 et 

bfgb m- Ibe turoover point is approximately at w - 4. 

*. 2) The velue of ?. effects primarily the region o > 10. "here it ves 

resurtd. The cbanS.es can be quite noticeable et large w or large Q2. 

Refcrriog to eq. I the square brsckct can he approximated: 

[ ] = 2 RE' + (Q2 + x?y(l + R) 

S&toe is large, v is large and E' is small; the second term dominates the 

brscket, end changes In R c&n affect F2 substantfelly. Uhen w is smsll. the 

revtree is true end R has little effect on the structure function. 

3) Ibe tffcct of intreasing the assumed value of R is to increase the 

derind salue of the structure’functfon. The overall effect of the prr‘anetri- 

satloO-, R - R,(l - x)/Q 2 18 to flatten the structure function et high w: since 

X is then felling rapidly vith Q2. there is less rise than vben R is set to e 

ODO*t*lx. Also. the points &t lover Q2 have a larger R and are raised relative 

to R - Constant. 

1) There is substantial agreement betveen the values of F2 found in thie 

-tit and those from the SLAC end HIT-SLAC data as shown in the figures. 

& him-bybin comparison in the overlap region giVeS S z of 46.2 for 36 degrees 

of freedom. It is difficult. given the small size of the overlap region, CO 

.etiYte any syetemstic differences, l specially in the shape of F2. 

5) As Q2 bocmes smsll. so must F2, since all real photons ere trans- 

vweely polarized. This behavior is seen in the high u bins for Q' S 1 GeV’. 

6) 'Ibe daureron dstr in our range of x and Q2 is indistinguishable from 

ti WrSe dete (rultiplied by 2) to within the errors. 
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VII.3 Scaling violations 

While the existence of scaling violations is established. their inter- 

pretation is not so straightforward. Wlen scaling violations were observed. 

.ttmpts were made to rfcovet complete scaling by expressin& the data in terms 

of. new variable 0' - w + 9=/M= instead of w. These attempts had initial suc- 

cess although violations of scaling in u' have been observed at SLAC. 6 
A new 

waling variable should attempt to correct for the effect of quark binding of 

quark masses. and QCD specifies a variable E J--x-T - ZxJ(1 + I+ 4M x IQ When the 

~sses of both the struck and the fiaal quark are light; at large x,5- lJu’, .and 

F + x *t large 02. For that part of our data and those ofreferences 19 and 20, at 

small x (high w) none of the standard scaling variables will restore scaling. 

Eovever. at small x (high u) the limitation on beam energy and hence v is 

reflected io a limitation to low values of 4'. The fact that F,(x, i?).,,st 

fall to sero as C= decreases necessarily implies that scaling is not a valid 

.conecpt *t low 92. The rise of F2(x. q*l with 9' is termed the "approach to 

scaling." There is no a priori way of defining this region, however. and some 

of Cbevarlrtion of F2'rLth Q= at high 0, even for 9' z. 1 CM'=. ma, arise frw 

thfa kinematic constraint. In Fig. 20. the data from several w bins are plotted 

y*inst 92. The line in the figure is the constraint on the very low Q* varia- 

tion of F2 provided by the real photon cross section. The datartfinite '?* 

approach "scaling" mire slowly than that, and no clear "edge" can bcwxn in 

the diatributioos. In order to be quantitative. some value for the low-Q* ltiit 

of the "scaling region" ast be defined. Phmolologically. scaling in 01' "as 

initially observed at SUC. at least in certain regions of w', for Q* > 1 Gc?. 

The limit chosen here, thm. is Q* - 1 GeV*. Figure 20 suggests that thie la 

not aa unruaonable choice. Further discussion oo this point will follow in the 

nut l ubs~ction. 
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VII.4 Scaling violation fits to.the hydrozen dare 

l'he violations of scaling may be investigated more quantitatively by 

fittinS the data. The Q2 dependence can be shown by fitting F2(Q2, x) in 

hods of constant x to the form 

F,(q=) - F2(9j) (Q2JQ~)b 9; - 3 cev= (13) 

R.xe that b is the value of d[ln F21/d[ln $1; b * 0 corresponds to exact 

sprien scaling. Within the Qz range of the data, a fit CM as easfly be made 

vi:'c a term vhich is a power of In q2. The measured values of b are shown in 

fij. 21. The fits used only data vith Q* > 1 GeV*. The effects of changes in 

g are again indicated in the figure by horizontal bars. The values of b obtained 

.-be= R is assumed to be zero are shorn in the figure as crosses when they differ 

sigzificantly from the values obtained when R = 0.52. The error bars are similar 

in sire in each case. If the Q* dependent value of R Is assumed, the resulting 

r:aLing violations are approximately the same as those for R - 0; they are 

s:lgkly smaller at very lov x. This is still significantly different from 

b - 0. and it is important to note that no reasonable parametrization of R 

c:Sxces the scaling violations seen in the data. 

It Is not clear vhether the rise of b at lov x is real. The 

data are essentially flat in b when the parametrization R - 1.20(1-x)/Q* is 

used. The Q2 range of the very low x bins is restricted and close to Q2 - 1 cev*, 

d the "approach to scaling" effect may be inflating the violation measured in 

t&c region. An attempt was made to estimate the size of this “kinematic infla- 

tiso" of b by increasing the lower q* limit of the data allowed in the fits. 

1sJ clear conclusion could be dravo from this process. The violation parameter 

b s%c:d decrease as the minimum Q* is increased. if kinemJtlc loflation is 
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important. Some of the low x bins did,shov such a decrease. but others fluct- 

uated, and others increased. It is possible, of coarse. that the value of '?* 

at vhich the “onset of scaling" takes place is an increasing function of W, 

and that all of the high w violation is of the kinematic variety. Only data 

at higher Q* can resolve this question. 

VII.5 Low Q 2 data 

For the muon-hydrogen scattering data at 219 Gev a special effort was made 

to remove the mwn electron scattering events from the data. This was done by 

plotting the distribution of cross section versus Q2 at various v. On such a 

plot the muon-electron scattering cross section appeared as a dlscinct peak at 

the kinematic value Q2 = wev. The data was fitted by a smooth line from each 

side of the bump. 

Since F2 goes to zero as Qz goes to zero we found It uare convenient to 

plot the virtual photoproduction cross section doldq 2- 

.2&e 22 

= oT + coL as show in 

for the limited range 319 GeV =<I? < 375 WI=. we fit this 

curve with the form o(Q=. v) = r(v)[lJ(l + q=J@ for Ln < Q= < 0.1 CeV2Jc 

and find A = 132 t 13 rib and M= 
0 

= 0.09 2 0.03 GeV* (x2 = 11.3 for 10 degrees 

of freedom). This value of A can be compared to the real photon cross section 

.t the bin center oy(v = 184 Cev) = 118 ub. 36 If we assume that in this range 

of o that aL/aT c R 
3 

= 0.52 and drops sharply to zero at Q2 = 0, then o., = aT(O. V) 

becomes 111 pb,frr good agreement. 

VII.6 Pifs 

A different approach to scaling and its violations involves fitting a 

@bal form. preferably one suggested by theory. t? the data. The mst derir- 
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able form would be a theoretically-derived function, valid for all q* and x. 

gofortunately, field theoretic approaches cannot predict the value of the 

structure function at all *t low 9’. and must make assumptions to predict it 

mm at higher Q=. Other theoretical approaches have other difficulties. Vector 

-nancc, for example. vorks well enough at low ‘?=, but requires too many assump- 

tions or parmeets to be appealing in the “scaling region.” Several different 

fits have been made, each with a different set of assumptiOnS. 

Theaa? fits include somr of the lover energy SIX and KIT-SIAC data. 33 

I,, order to reduce computational complexity, some of the lower energy data 

points have been combined in somewhat larger bins. and points in the resonance 

region (U e 2 t&V) have been removed from the fits. All the points have had B 

52 "sysfematic" error added in quadrature to the statlstical error; this amount 

ia consistent tith the estimar‘ed systematic errors of all the experlmcnts. 

The “full” data set includes the combined hydrogen data from 

thi, experiment, the SLAC data. and the KIT-SL4C data. In all cases a value 

of 11 = 0.14 “as used to extract the structure function from the lower-energy 

cross-sections; either R = 0.52 or R = 1.20 (l-x)Jq= was used for the data 

frum this experiwnt. The value of R used vi11 identify which version of 

the full data set was used in a particular fit. Changes in R vi11 affect the 

shape of the *tractore function *t low x. Tbe use of R = 0.14 for the lower 

aacrgy data does not sigdificrntly affect the answers. since In the worst case the 

change in F2 is only 62. about the same size as the systematic effects. 

* first approach starts ftOm the scaling violation fits described 

above. The value of b(x) cm be fit vfth II term logarithmic in (l+, and 

l POl~O=i*l in (1-x) “18 used to fit F2($, I) giving as a global form 



-53- 

F,(Q=. x) - [ 2 ai(l&J (9*/q;) 5 + 3 ln(l-x) 

i-1 
I$ = 3 G&J* (14) 

fie full data with Q* 2 1 GeV2 were fit to the above form. The result is shown 

in Table X; the function is plotted in Fig. 23. The value of Cl + C2 ln(l-x) 

% b(x) is also shown in Fig. 21. 

Another approach rests on the development by Bums and Gaemets 
37 of *$- 

lyrical forms fat the quark and glum distributions which reproduce the 9* 

variation of the mments predictid by QCD. The free parameters in their fit 

are the values of the moments of the distributions at a fixed qz, since the 

theory can predict the evolution In q* given a starting point. They have fit 

their form to SLAC and early hydrogen data from tliis experiment. Tbc agreement 

is reasonable at high xvhere their fit is dominated by the SUC data. However. 

at low x, the fit is first too high. then too low. as x decreases. The increase 

with Q* tend6 to be too swift, also. At low x. the quark sea is beginning to 

dominate the scattering. The sea distribotions increase in importance vith Q2, 

casing the rise of F2 at lov x. The shape of the sea distribution at an input 

value of q= - 9: determines ihe amount of sea contribution to F2 at Qz as well 

as the rate of increase. Buras and Gaemers find the initial quark momentum 

disrributions proportional to (1-x)':. but Indicate that (1-x)' might serve almost 

as well. Ihe discrepancies mentioned above. however. suggest that the distri- 

butions should be yet more concentrated towards x = 0. 

ll~hc wthods employed by Buras sod Gaenrs include fitting the Q* dcpcnd- 

ellge of the first twelve moments of the valence quark distributions, and a rt- 
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petition of their complete fit is beyond the scope of this paper. Several fits 

vere made, alloving the parameters describing the sea quark and gluon distri- 

butions fo vary. but keeping the valence terms fixed. The gluon distributions 

resulting from these fits were found to have an exponent consistent with those 

mentioned In Ref. 37, but the sea quark distribution vas found to have a signi- 

ficantly lerger exponent. iiovever. the scarcity of data at lov x and high Q2 

want that the fits vere not well determined. 

The shape of the sea distributions can be deduced from other data, notably 

from lepton pair production by hadrons. 
38 

These expiriments assume that the 

dotinrnt source of direct lepton pairs fs thC Drell-Ynn mechanism. and use 

aristing knowledge of the proton structore function to extract. the sea quark 

distributions. Those data3g indicate that the exponent should lie in the 

range 8-10. 

37~ previously described fits did not include the data at Iw q*. by design. 

By the UIC tokcn.fits to the lov Q*, " aporoach to scaling" region luunlly do oat 



venture beyond Q2 - l-2 GeV2. for simi&3r reasons. Hany approaches et both high 

end 10v.Q~ use, either implicitly o= explicitly. the parton model of parton dis- 

tribution functions to derive the value of F2, suggesting that a properly designed 

fo=m based on a parton model approach might accomodate both the scaling region 

and the approach to scaling. 

Such an approach has been devised by Kirk. 
39 Here, 

P2c?2, xl - P3(2 + g3) x (1 - I) 
l+g3 + P5 J$+ (1 - zg5 -& (15) 

0. 

where 

83 .- po3 + = 

15 - 805 + E 

c - ,c ln[(Q’ + mu,/+ 

l WI Pj. P5* 803. 805’ 
I, end m. are free pa=amete=S. 

The model views the proton as having accessible to it a number of states 

with different numbers of quarks and gluons in each; there is an associated pro- 

bebility that the proton will be in that state when the muon scattering t.,kes 

piece. The term~ in Eq. 15 represent the two simplest such configurations. The 

first term considers scattering from a .state of three valence quarks and g3 gluons. 

The partons (quarks plus gluons) are given a one dimensiooel phase space momentum 

distrlbucion after Bjorken and Paschos.*O The second term considers rcrttering, 

from l state~vhlch has P quark-antiquark pair in the sea. and includes an cxpli- 

tit Q2 dependence for the approach to scaling in the generalized vecto= dominance 

epicit, ee developed by Devenish end Schildknechtf’ 
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llte form wes fit to the full data set vith Q2 ~0.3 &e-!/c) 2 , and the results are 

shown lo Table XI and Fig. 24. The fit with R * 0.52 had a X2 of 285 for 279 

degrees of freedom. 

Sfnce the form includes l xplfcit terms fnrended to fit the approach to scaling. 

t& llmir of the fit as Q2 goes to zero is of Interest. Tbc fits in Table IX give 

ey - 105 ubarn, and o y- 121 “barn, to be compared with or (E - 200 Gel’) - 118 “barn.36 
Y 

Gmsidering that tha normalization of the second term is not completely reliable 

when Q’s a:, an effect which tends to suppress the fft value of o 
I’ 

the agreement 

is quite satisfying. 
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~11.6 Mments of the Structure Functions 

It is of particular interest to see to what extent the deviations from 

scaling, made evident in these experiments, correspond to the predictions 

of qco. These predictions are given most ditectTy in terms of the Q2 

behavior of the moments.c10-'b3 
1 

I,(n,Q*) = J x"-*Fi(x,Q2)dx 

0 

(16) 

rather than the structure functions themselves. According to QCO the moments 

are given by a Urn of terms which vary as negative powers of log(Q*/A') as Q2 

becmes large. These p0wer.s are the anomalous dimensions given explicitly 

in the theory. While every field theory predicts scaling violations as Q* + =-, 

only QCD makes the prediction specific and subject to experimental verification. 

The predictions are simplest for the flavor nonsinglet structure functions 

such as F:p - F;" in deep inelastic electron (and muon) scattering, or the 

vector-axial vector interference structure function xF3 in charged current 

UN and TN scattering. In these cases the Q' behavior of each moment is give" 

by a single term, 

-X$4 
H,,,,(n.Q*) = M,S(n.Qi)e (17) 

Here 14nS(",Q~) is the value of the moment at sota+ arbitrary value Qi. s L 

rn[tn(Q*/A')/en(Q~/~*)] gives the Q* dependence in terms of a scale parameter 

A which must be determined frcm the data. The quantities 1::) are the 

'anmnalcus dimensions" of the theory, giveo by 

[ 

n 

a$’ - &f 1x&+4 Cl ; l 
(13) 

j-2 

where f is the number of flavors. 

The mmnents of the structure function F2 are complicated by the presence 

of two additional sicglet terms, S, and S-. In this case QCD gives 
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(“1 
n~)(n.Q') = I$)b.Q~)e 

-aNS ' 
J”J 

+ N+,(n.Q;k + + Mm(n.Q~k 
-ps 

(19) 

where N is either P for proton or Ii for neutron. QCD specifies the values 

of the A!"). 

but have'to 

The coefficients M.(".Q~) are not calculated in the theory 

be determined from tie data. They may have negative as well 

as positive values. However, the observed moments M2 (N)bbQ2) are necessarily 

positive. 

Expressions (17).a"d (19) are correct to leading order in the theory 

and can be expected to apply provided Q2 is large enough. For values of Q* in 

the range covered by present experir.ents, higher order and target mass effects 

can be quite substantial. hachtma""(4Z1 has shown that by modifying the 

expression for the moments, the principal target mass effects can be accounted 

for. The Nachtmann moments for F2 may be written 

%a* 

n2(n.Q*) = 
J- 

Cn-2[1 -‘(M'/Q*)s*I(I + Q2/~2)(1 + 3nn)F2(C.Q2)dC (20) 

0 

where M is the nucleon mass and 

n,, = [(n + l)MvC - (n + 2)9*3/1(" + 2)(" + 3)(v'+ 9’11 

< - [($ + Q')"* - v]/M 

L, = [+ + (; + M2/Q2)"*]-' 

In what follows we use the Nachtmann moments in applying Eq. (19) to our 

data. Ue carry out the analysis first to leading order and then to 2nd order in 

the coupling constant os. By restricting the analysis to the data with 

Q2 > 3 GeV* these effects keep within manageable proportions. 

The moments were calculated from the experimental data by numerical 

integration. To cover the full range of x adequately we combined our muon 

scattering data with the electron scattering data from the SLAC[~~] and 

141T-SLACC333 experiments. Our muon data, which covers the region of small 
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x, complements nicely the rather extensive electron data over the rest of the 

range. This is seen in a sample plot of the combined data for 8 5 Q2 5 10 GeV* 

in Fig:ZS. The.integrals were calculated from the data in several Q' bins. 

In each case their value from Xmin to x maX was calculated by direct numerical 

integration of the data, where xmin (xmaxI is the smallest (largest) value 

of x for which there is data. This procedure correctly includes the effects 

of the nucleon resonances since there is electron data right through the 

resonances. The contribution to the integral from 0 to xmin was estimated by 

assuming F2(x = 0) 2 F2(xoin). The contribution from xmax to x = I was calculated 

by setting F2(x = I) = 0. Except for the highest Q2 bin, 30 2 Q 2 50 Gev'. 

these corrections i*ere generally quite small. The contribution to the integral 

fraa elastic scattering was included using the dipole fonula for the elastic 

form factors, as given in Appendix 1. 

The values of F2 obtained fron the measured cross sections depend on the 

choice of R. Ue used various values of R at various times. In the latest 

analysis reported here, we used the constant values, R = 0.52 + 0.10 for the 

muon data (Section VII-l) and R = 0.21 ? 0.10 for the electron data [321. 

The moments were calculated using bin centered values of F2. The values of 

F2 for the muon data given in Table IX are at the bin centered Q'. To put 

the electron data on the same basis we adjusted each data point to the bin 

center using Eq. (13) in Sec. VII.4, with b = 0.25 - x. to give the Q2 variation 

of F2 within the bin. The effect on the moments of this adjustment was very 

small. For the muon data the values of F2 listed in Table IX were used. 

However. we did not use the values shown in brackets because, as noted above, 

these lie outside the range of the cuts imposed on the value of v. 

The moments calculated in this manner are tabulated in Table 12. Lie 

give both the even and odd moments from n = 2 to n = 10. The errors stated 

include, besides the statistical errors associated with the measured values 

of F2. errors of extrapolation, estimated as 25% of the amount of the extra- 

polation, an uncertainty of 102 of the amount of the elastic scattering 

contribution. and a 2.5% systematic error added in quadrature to take into 

account uncertainties in normalization. A further uncertainty is due to the 

lack of knowledge of R. This was included by calculating the moments using 

values of R greater or smaller by one standard deviation as given above. 

The error due to R was estimated,as being l/2 the difference obtained and 
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added in quadrature to the other errors. This contribution was generally 

the largest of all, amounting to 5% more or less depending on n and Q'. 

The deuteron moments are given per deuteron (not per nucleon) without 

correction for the Fermi motion. The elastic correction is included, obtained 

by sumning the contribution of the neutron and the proton, taken as free. 

The values used for the elastic scattering contribution are listed in 

Table Al in the Appendix. The correction is particularly large for low Qz 

and high n. These values of the moments should be applied with caution. 

VII.7 The Energy-Momentum Sum Rule 

1' 

In parton theory the integral I2 = 
/ 

F.$Q'.xJdx measures the fraction 

0 
of the energy-momentum of the proton carried by the charged partons, weighted 

by their charge squared. 

In the naive parton model the expected value for the proton, made of 

tvm 'up' quarks and one "down" quark, is 0.333. For the neutron, made of 

one 'up: quark and two "down" quarks, the expected value is 0.222. In QCD, 

In the large Q' limit. the integral has the value r121 

'2. c $/(3f + 29). 

I 

where qi is the charge on the ith quark. The sum runs over all f flavors and 

three colors, and g = 8 is the number of gluons. For f = 4, I2 = 0.119. The 

UI for the neutron as for the pmton, because in QCD, at high enough Q*, the 

tw are indistinguishable. 

In Fig. 26 the second (Nachtmann) mosients for the proton and the deutoron 

given in Table 12 are shown plotted as a function of Q'. There is very little 

0' dependence. The value for the proton, 0.18, is well below that cited for 

the naive parton model, implying that only 54% of the energy-momentum of the 

proton is carried by the charged quarks. In the light of QCD the missing 

energy momentum is carried by gluons and at the present values of Q' the quarks 

that are in evidence are mainly the valence quarks. In the case of the deutemn 
the value of the second moment is 0.30. The value for the neutron, obtained by 

difference is thus 0.12. Again, at our relatively low values of Q'. the 

quarks in evidence in the neutron are mainly the valence quarks and these 
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carry 54% of the energy momentum. In both cases gluons carry the remainder, 

47%. 

These mugh considerations are borne out by a more detailed analysis 

using QCD in leading order. Following the method used in Ref. (48) the moment 

coefficients are written in tens of the quark and gluon moments at 9" = 9:. 

For up quarks, 

1 

("'n = '1 

,"-1 
u(x.Q;)dx , (21) 

0 

where "(x.9:) ? N,,(x,Qi) + N;(x,Qi), and similarly for the d and s quarks 

(we neglect the c quarks); for gluons G(x.9:) = NG(x,Qi). Here. Ni is the 

number of quarks, antiquarks. or gluons per unit momentum interval. in units 

of the nucleon momentum. In terms of these mo!nents the moment coefficients 

of Eq. (19) may be written 

$&,Q;, = +P, - cd',, - .s>"] (22) 

I4~(n.Q;, = ;[- <u>,, + cd', - <s> 
*I 

(23) 

(24) 

(25) 

The constants a+n and ai are given in the theory by the formulas stated in 

Appendix 2. For n = 2. a2 = - 18ki. h; = 2415. 

A fit to the data is found by choosing a value of A and then finding 

the values of the <qi> and <G> by least squares. The value of A is then 

varied until the best overall fit is found. The moments <qi>* give directly 

the energy momentum carried by the quarks qi. Energ~momentum conservation 

gives 

c 2 
<qj>2 + <G> = 1. 

i 
(26) 
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We used the second nancnts listed-in Table 12. modifying the elastic scattering 

correction for the neutron by using a form factor 42: of its normal value to 

rvofd some double counting in the data due to Fermi motion. Taking ( = IO Gel? 

we found <"a2 = 0.34. <d>* = 0.17. <s>2 = 0.06 and cG>* = 0.43. The solid 

curves of Fig. 26 show the fit obtained. The fit is rather insensitive to the 

value of A which turned out to be A = 183 + 282 NV. A simultaneous fit of the 

n - 2.4.6 moments carried out in the manner of Ref. 48 is more restrictive and 

gave a iomon value of A = 637 2 153 HeV. This fit is shown as the dashed 

curve in Fig. 26. While these results seem plausible and in agreement with 

what had been obtained previously they make it clear that for a useful test 

of QCO it is important to study the higher moments. 

VII.8 Higher Nonents 

ln leading order QCD the Q* dependence of the nth moment is given by 

Eq. (19). The value of A is the same for all n and is related to the coupling 

constant of the theory by the expression 

a (O*) F* (9') = 
si 

4 

1 42 6 en(Q*/A*l . 0 

The inclusion of the next higher term leads to the expression [43-461 

=J02) - 
v 8 0 

where 

B. - 11 - :f 

e, -102 - +f 

and f Is the number of flavors. 

(27) 

m 
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The inclusion of the higher order corrections alters the relation 

between A and the coupling constant. Moreover. the additional terms in the 

Wilson operator expansion that must be included complicate the Q* dependence 

of the moments. If an analysis based on the leading order expressions is 

carried out ipparent'values of A will be obtained which will be different 

for each n. He denote these values by A,,. Such values of A,, may give a 

good fit to the data but are no longer simply related to the coupling constant. 

To study this behavior we carried out an analysis of the higher aroments 

based on Eq. (19) together with Eqs. (22-25). In the analysis for n > 2 we 

set <s>,, = 0 to reduce the number of free parameters in the fit, since this 

quantfty is known to be small in any case. 

Table 13 lists the values of A, obtained together with the values of 

the quark and gluon moments for each n up to n = 10. The values of An show 

a regular progression, increasing with n. as shown in Fig. 27. Good fits to 

the data are obtained as indicated by the small x2 values obtained for each 

n campared to the number of degrees of freedom, 14. The fits are shown in 

Fig. 28 for hydrogen and in Fig. 29 for deuterium. We show only the even 

cements. The increase in An from n = 4 to n = 10 amounts to 63:. However. 

the sensitivity of the fit to An Is so poor that an acceptable fit with a 

constant A can also be obtained. 

The evTdence presented here is indicative of the presence of higher 

order QCO effects. This is In contrast with the neutrino data c47-501 for 

which such evidence is lacking. 

In Bosetti, et. al.. 1471 a quantitative verification of QCO is given 

based on the leading order expression: 
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(W 

The experimental values of the left-hand side of Eq. (29) are shown to agree 

rglarkably well with the QCD value of the ratios XNS (")/#. A similar agree- 

mt has been obtained by de Groat. et al. [a Such an agreement implies 

tJlaA"=~. However. if An > a, as our results indicate, the ratio of 

the slopes would be increased. With A4 = 0.59 and A6 = 0.82 as in Table 13 

the expected value of the slope would be raised to 1.63. 

The analysis given by Bosetti. et al. 1471 is simplified by the use of 

the moments of xF3 which are purely nonsinglet in character. In leading 

order QCD these have a simple,exponential dependence on the,variable s as 

given In Eq. (17). 

In general, the moments of the structure function F2 as given in Eq. (19) 

include a large singlet contribution. Contributions come from three terms 

ulth dlfferent exponential coefficients. However, the singlet contribution 

designated 5, is relatively small while the exponential coefficients of the 

nonsinglet and the singlet S- terms are closely the same for n , 4. Thus. 

the moments of F2 for n) 4 can be expected to exhibit a simple exponential 

khavfor wfth a slope approaching that of the NS term alone. 

In Fig. 30 we display log H6 versus log H4. A least-sq..ares fit to the 

points gave d log M6/d log M4 = 1.62 + 0.19, a value appreciably larger than 

the value 1.29 expected from leading order DC0 but in good agreement with 

the expectation taking fnto account the change in A,,. This value of the 

slope Is not changed much when the contribution of the 5, term is removed. 
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We also display log M,O versus log M6. The least-squares fit to the 

points gave d log MlOId log !A6 - - 1.60 + 0.14 compared to the value 1.29 from 

lowest order DCD, again the larger slope can be accounted for by the increase 

In An, while the effect of the 5, term is relatively small. In Table 14 we 

suavaarize the results for the slopes taking various combinations of even 

moments. The observed ratio of slopes is consistently greater than the 

lowest order DCD prediction, reflecting the monotonic rise of An with n. 

VII.9 Second Order Corrections 

Recently Floratos, Ross and Sachrajda t461 have calculated the second 

order corrections in the Uilson operator expansion. They included both the 

singlet and the non-singlet terms. making the corrections applicable to the 

structure function F2. We carried out an analysis of the moments in the 

same way as for the leading order, but included the correction terms given 

fn Ref. (46). We attempted to fit only the even moments listed in Table 12. 

As before, we reduced the neutron form factor to 422 of its normal value to 

avoid double counting of the data due to Fermi motion smearing in the elastic 

scattering. 

Ye carried out the analysis setting <s>n = D except for n = 2. In 

Table (15) we.give the best fit values of the quark and gluon moments 

obtained by allowing An to vary for each n separately. Good fits are obtained, 

rfth x2 < 7 for 14 degrees of freedom. The main effect of including the 

second order corrections is to reduce the value of A by a factor of about 

P.62. 

Finally, we carried out the analysis after correcting for the effect of 

Fermi motion in deuterium. Ue used the formalism of Atwood and Nest ("I and 
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the Reid hard-core model for the deuteron. [ 521 The effect on the observed 

(inelastic part) of the deuteron moments is to increase the n = 2 moment by 

a factor 1.0158 and decrease the n = 4.6,8.10 moments by factors 0.9997, 

0.9593. 0.8933. and 0.7989. respectively, without appreciable Q2 dependence 

over our range of values.. The results are given in Table 15. Figure 31 

shows the variation of An with n. 
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A rising trend is indicated. This may imply that additional corrections, 

e.g. twist four, need to be included. On the other hand, these will mainly 

affect the higher moments. while most of the rise appears because An is so 

low. Ue have no ready explanation for this low value other than it occurs 

with a large error. owe can make a global fit to the data using all even 

wments from n = 2 to n = 10 and obtain a qood fit with a cornnon value 

A = 459 + 111 FieV. The results of the analysis are given in Table 16. The X2 

for n = 2 has non become 10.3, but this is still a good fit since there are 

effectively 15 degrees of freedom in this case. Accordingly, we take this 

value of A as the best value from our data. The overall fit to the data is 

shown In Figure 32. Inserting this value in Eq. (28) we obtain for the. 

coupling constant as/.= .033 + .006 at Q2 = 3 GeV2. 

Thfs value of the coupling constant is sufficiently small compared to 

1 to suggest that further higher order corrections will be small. The 

general accord of the data to the behavior prescribed by QCD constitutes a 

strong statement of the essential correctness of this thecry. 
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VIII. _ conclusions 

1. We have mcasurcd the value of R - aLjoT in a previously inaccessible 

region. The data are no: sufficiently precise to prescribe any kinematic varl- 

+0.17 l tlon. but arc consistent with several forms, including R - 0.52-o 15; R - 

. . Ro(l.x)/Q’. Ro - l.tOz:;,’ GeV*; R - R;(l-x)/ln(Q*/,\*), R; - 1.18;::,9. A - 0.5 

6.9. The last is suggested by QCD. although the approximations used to derive 

tbc fan begfn to fail In the region where the mcasurer.ent was made. Thfs result 

I, therefore lll~strative but not a test of the theory. 

2. Using the first value of R derived above. ve extracted the stNit”re 

function r,d. xl. Violations of Bjorken scalinR in this function are clearly 

ucrbl’shed by the data. The exact fom of the violation at low x depends an 

the value of R. and en as yet unconstrained kineaatlc effects of the approach to 

Ueliog. The violations, ho&er. cannot be renoved by any reasonable choke of 

valuer for R. and PI) suet. the data support the sulinp, violation prediction of 

pco. 

3. The value’of Fz can be fit to forms suggested by QCD. In one case. we 

use spe;iffc analytical forms. for the quark distributions; In another, clpirical 

forms are devised to fit the data. These fits do tolerably well. but the details 

WC dependent on the shape of FI, which is in turn strongly dependent op. R. 

and the la% is not well determined at lov X. 

Ihc data can also be fit with a model which incorporates scale-violating 

tams into a simple parton mcdel. and which fits bocn the “approach to scaling” 

cod the “rcalinz$’ regions well. 

4. I,“! tillan-Cross sull r”le integral t2 shws, when .wz.,luated using data 

extracted wtth R - ‘X52, a slew decrease with Q2. as expected by QCD. 



5. An analysis of the even Nachtmann moments to 2nd order in a from 

n - 2 to n - 10 finds excellent agreement vith the predictions of QCD. The 

&ns carry about 47% of the total energy-momentum and have a momentum dfs- 

rribution like that of the valence quarks. only a small fraction of the 

energy-~~,~~ntu~ distribution is concentrated at small X. We find A - 0.46 + 

0.11 Get’, correspondIn to a ccuplin6 constant CC,(Q' - 3 CeV2)/n - 0.033 + 

0.006. 
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APPENDIX 1 

The elastic structure function in terms of the Sachs' form factor 

is 
G$?) + 2 G2(Q2) 

u;'(q*.v) = 
4M2 ' 

2 
1+Q- 

a&4 . 

4d 

where N is the nucleon mass, 

To obtain the elastic contribution, substitute i."to the formula for the 

Nachtmann moments and change the variable from u to 5 in the 6 function and 

integrate. The result is. for the nth moment. a" elastic contribution of 

$1 
- (1 + 4M2/9*)-"*1(1 - $f$.J(l + *<;:(I 

G:(q*) + L G2(Q2) 

+ 3"") 
4u2 M 

1+$ ' 

where 

(n + lk,,/Z - (" + 2) 

% 
I 

2 . 

(n + 2)(n + 3)(1 + e ) 
4d 

&, - Z/(1 + (1 + 4N2/92)"2) ' 

Ye use the simple scaling law 

= G(Q2) . 
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A-l 

md the emp$rical dipole formula 

S($) k (1 + em2 with My = 0.64 6eV. 
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AwENOlX 2 

The coqs&ts ai and ai are given by f4a [Ue use Nachtmnn’s formula- 

tion 1 

here 

d”oo=+-2+ -&T+@ 

%=- 
“2.“.2 

zx-%F “(“2 - 1) 

,,;c I’- && n2+,+2 
n(n + I)(n + 21 

n 

2 + an dn 1/Z 
wr/rlrG 
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TABLE I. Kinematic Variables 

Nasses 

% electroIl 

% 
man 

n nucleon 

V-E-E' 

?aur vectors 

pa - (E. $ lmident ml*n 

p; = (E' , p '1 scattered muon 

P, - hr. 0) target nuckon 

% - (v, .$ artud photon 

% = Pa - Pi 

p-la1 
p’ - I 8’ I 
0 I angle betveenq and+' 

e2 I %Q” = 4?r ain2 (e/2) + XO~V~/FZ’ l o(+E3) 

c& t 2(EE’ - pp' - 2) 

rlllng variables 

0 z 2Nvlq2 

x I l/r, 

a' - 0 + n2/q2 

c-2xm+~,. C~llI 

other QuaIltitles 

$ 3 = alv l - Q2the squazrr of the c.znter of sass Lntrgy of the photon-nuclio~ 
l yata 

flu of traasverae photon8 

r-v - q2f2U mcrgy of. real photon, uhicb. incident on. stationary 
target profsn, gives carter or mas* al?rgY u 

c- 
f 

1 + td + v2) can2Wt~ -l 

Q2'(1 - 9' /cT,~,~ 1 rwfo of longlfudinal LO tr4nsverse 

ml0 photon flux 



TABLE II. Incident Beam Flux and Analysed Event Statistics 

Data Set Total Incident Analysed Events Aaalysed Events 

Beam Q2 > 0.2 GeV' Q2.1Gd 

Et& 2.04 I 1010 1.19 4 x 10 7312 
Deuterium 

2.46 x 1010 1.50 Y. 10h 6533 

1Ec: 2.37 x lOlo 0.67 x 10' 3059, 
wrolm 

nunh 
1h7 cd 
Bydrogen 

2.66 L 120 1.09 I lob 6767 

nuD5 
219 ON 
Itram= 

7.54 x 1010 3.61 x 10' 19883 
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TA6LE VI. Conparison of Analyse.¶ 

x lirst Analysis 

TrrckfindiIlg 6 m magnetostrictivc 
l tarting point chambers 

2rackflndiag spark chambers give 
l lgorithm initial track 

?&on creek linked or 
ldatfficatlon eouater labelled 

uprtrecm-downstream x or y link 
lhkf0g 

vertex wt 9- 
l round t.rget 

Track reconstruction meqsurcd by inserting 
tr*eka 

Second Analysis 

all 20 planes 

spark pairs provide 
toed for search 

counter identification 
and presence of spark3 
in mltkple scattering 
eom? 

x ad J link 

Do 

estimated to be less 
than If 

, 
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TABLE VII. F. From Data Set Comparison 

X 

0.100 

0.080 

0.059 

0.036 

0.025 

0.019 

0.014 

0.010 

0.007 

0.005 

0.003 

Q2 

1 - 30 

R 

“0 31 + o-5o . - 0.41 

1 - 15 
o 54 + 2.63 . - 0.81. 

1 - 15 0.00 
+ 0.48 
- 0.28 

l-0 0.49 
+ 0.49 
- 0.32 

1-6 1.48 
+ 0.34 
- 0.73 

l-5 0.25 
+ 0.36 
- 0.25 

1 - 3.5 0.35 
+ 0.54 
- 0.34 

0.9 - 2.5 0.25 
+ 0.39 
- 0.27 

0.8 - 1.75 0.71 
+ 0.75 
- 0.50 

0.6 - I.25 
l 0.49 

l-45 - 0.78 

0.4 - 0.8 1.81 
+ 0.47 
- 0.96 
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TABLE VIII. Contributipns to Systematic Errors in R 

SCUr.2 Change in R 

Change normalitatlon by 5Z 0.23 

Shift beam momentum AE by 

1Gev 

.Cbange trackfinding efficiency 

by 5% at worst point, scaled 

beck to zm change at 100% 

eff icimlcy 

0.00 

0.15 

ISmge ell i~er edges of the 

geometric acceptanceby 2.5 m. 

the marurea uncertainty in 

position 0.10 
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IABLE X. Values of Parameters in fits to Eq. 14 

Data set: P - 0.52 P 1.20 (1-xm2 - 

3 0.0126 + 0.0147 -0.0095 f 0.0129 

3 0.9986 ? 0.0394 1.0765 f 0.0345 

O3 -0.6225 2 0.0278 -0.6844 t 0.0249 

=1 
0.1577 * 0.0095 0.1283 f 0.0092 

=2 0.5329 t 0.0195 0.4966 f 0.0186 

X2/329 M)F 343 335 
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TABLET1 . Value of Parameters in fits to Eq. 15 

oata set: P. - 0.52 P - 1.20 (l-x)/Q2 

p3 0.517 t Oh016 0.472 t 0.104 

%3 0.679 t 0.049 0.421 t 0.087 

*5 0.345 t 0.007 0.334 t 0.116 

Bo5 1.28 -' 0.36 0.390 2 0.205 

L 0.410 * 0.100 0.436 t 1.408 

2 
‘0 0.483 -+ 0.029 Gev2 0.391 * 0.045 Gd 

% 105 vbarn 121 Ubarn 

x2/273 WF 285 361 
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Table XII 

o-2 
IE+*2 

5.25 

3.:; 
+- 

4.50 

5.;; 

7.:; 

9.;; 
*- 

12.50 

22.;; 
+- 

40.00 
+- 

0-2 
tE'I**Z 

3.25 

3.:; 

-4.3; 

5.;; 

7.:; 

4; 

12.3; 
l - 

22.51 

40.;; 
+- 

2 3 4 5 6 7 
.lO626? .@536iZ .0??663 .Oll6?4 .006764 .SliSj: 
.00*:97 .00,565 .@OC7~35 .000~01 .@W?? .C?CTCf 
.,86974 .0:235? .0:'1904 .O,ll37 .0:6446 .Cc:C% 
.007281 .001714 .0$0557 .00532: .0002:l .0C?15G 
.I84071 .05193? .021229 .Olc?33 .OCjl:l .:?2323 
.006339 .c,,65, .00356? .0003:0 .CiG175 :l:;!i: 
.I82323 .Cq90?: .Ol9867 .00976? .')35::? .?!3:?? 
.007371 .CC!313'.00J?li .OCc353 .OX?Cl .1'11?9 
.I?9332 .045907 .019553 .333939 .004?9? .i:l'?lO 
.009?0? .00!310 .000665 .030303 .OCE159 .:.:?394 
.178335 .045097 -017478 .CCa299 .CC~lbl .C;:j!P 
.008833 .'lG1?02 .030691 .000317 .CCClbj ::?;!72 
.172521 .042447 .0!62?2 .00?6:? .OJ:O?' .?"33: 
.609285 .002001 .000787 .ooo377 .0551?9 .:.:?ll? 
.I76594 .041.330 .014749 .OC6634 .?'I!4?: .?,TlYj 
.OlOlSl .002125 .000789 .OCC333 .0%?2CP .,Ji?l!l 
.la484t .043107 .013499 .a05432 .C?Z6!3 .11::2,? 
.020135 .003632 .001201,,.0C0609 .00:%4 .:i:23: 

8 T 10 
.007?17 .002073 .0015?4 
.00015a .000126 .oooIo? 
.002?lS .001919 .001393 
.GOCl2.l .0000?? .00@091 
.I02546 .0017?9 .e11291 
.CCOC77 .5050?5 .O'JOO61 
.GC?lJl .GCl4j7 .001047 
.0000?9 .OW367 .030051 
.901225 .0012?i .ClCn9ol 
.O?CCS~ .0000.1? .ooom? 
.0'3164: . C'JlP33 .G',<li5 
.OJC~l5,6 .9JOiJ35 .m!oor!: 
.0014~5 .COGP?? .o:ij5n 
.nOC067 .OOOC43 .C?GO?E 
.c11157 _ IOC?6ja _ OiXJ503 
.03CC?4 .GOi)OI? .030031 
.00033U 000525 .Q.?OJ39 .a . 
.00cl5l,.OE3J91 .0000&5 

ilACHTllASW 5WlEHiS iO% CE;jiXii%l 
I 

2 3 4 5 6 7 I 7 IO 
.318155 .056554 .035764 .018lT4 :310:2? .".;.;3? .4045:? .003216 .OG?363 
.0,,523 .oc:532 .00,0:2 .00c:;: .@?:;'I .::;:03 .?CC?~l .CO51&?4 .oKJt43 
.3(0267 .08X82 .333?17 .0170:9 .03?77: .C3~130 .c')4112 .96X"! .CL'~llO 
.012343 .00264? .091010 .0005?1 .9~CC329 .;?I:ji .Q~C!31 .@lGl44 .0X11? 
.jO95OQ .08B!29 .Oj2Oj? .Jls:;c .OGSX? .C:EJ7: .0c361° .00253 .OO:K!6 
.Ot3507 .OC:517, .Oco970 .039:5S .330?13 .;lT:?: .530136 .OI)Oli)? .t?CiYW 
.3]2418 .072Fj6 .030965 .015C3? .CCEj25 . F'L-'i ,. . _ . . . _ .0?323? .@il?2% .001618 
.O15102 .OCt?56 .001099 .OC,,5:5 .CC9??: .?:i!S? .OOC1:3 .0090?5 .CO'?C;'3 
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.020461 -003520 .oO124? .0005?0 .CCCZF: .0?~>13: .CE~>G9? .OW?62 .om41 
.3X509 .07?134 .024072 .OlC644 .9555C5 .0~)31~5 .cO!915 .001?39 .OCO839 
.038393 .00568? .001554 .CPC570 .OOOj5~ .9?":9' .000123 .40COS9 .Ci)Cd'J) 
.291729 .073893 .025735 .C1024j .GGi?il .:0:7s; .GOl?ll .001113 .OWIJ? 
.06S236 .015635 -004569 .00:013 .001176 ;000755 .300494 .000326 .09C?15 
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cd> 
n 

<s> 
n 

” <II> 
- n 

2 .3421 

3 .0926 

4 .0358 

5 -01696 

6 -00917 

7 .00542 

8 .00342 

9 .00227 

10 .00157 

.1735 -0582 

-0374 -- 

.0122 -- 

-00525 -- 

.00259 -- 

.00141 -- 

-00084 -- 

.00054 -- 

00037 -- 

TABLE 13 

QUARK AND GLUON MOMENTS AN0 An 

LEADING OROER ANALYSIS 

Q'= 10 GeV' 

.4256 

.0893 

.0449 

.03117 

.01939 

.012,8 

.00838 

.00602 

.00462 

A,(NeV) 

183 + 282 

369.2 316 

594 + no 

753 + 195 

822 + 150 

867 + 127 

904 2 111 

938 + 99 

971 + 88 

x2 - 
2.98 

6.04 

2.90 

3.00 

4.29 

5.63 

6.90 

8.1C 

9.21 

QUARK AND GLUON MOMENTS 

LEADING ORDER ANALYSIS WITH COW4DN A 

9' ' = 10 GeV' 

n <II> cd, 
n 

<SD <9 
-4 

A(MeV) x2 
nn--- 

2 .3473 .1832 0 .4696 637 4.52 

4 -0357 .0123 n -- .0522 2.93 

6 .00931 -00239 -- .00656 - 5.37 
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TABLE (14) 

F2 )4014EIIT SLOPES AI!0 QCO PREOICTIOi~S 

Leading Order 
PC0 

Predicted Values 

~Observed (4 flavors) 

Phaents Slope xg,>.g 

d&(n=6)/dPn>l(n~) 1.62 f 0.19 1.290 

d~4(n=8)/dNl(n=4) 2.15 f 0.24 1.499 

dlr,:i(n=~O)/den:~(n=4) 2.61 i‘0.29 1.652 

dPI?i(nG)/dZnX(nG) 1.33 zt 0.12 1.162 

dW;n=lO)/dPk:4(n=6) 1.62 + 0.14 1.288 

dLnK(n=lO)/d~nl,l(n=B) 1.22 f 0.09 1.109 

,(m),,(n) 

1.310 

1.533 

1.701 

1.166 

1.294 

1.107 



TABLE 15 

MOMENT ANALYSIS 

(Including second order corrections) 

(U> <d> a> <D 
2nnnn 

A,WeV) x2 
- 

2 .3521 .1819 -0137 .4523 91 2123 3.0 

4 .0355 .0126 -- -0708 397 + 171 2.6 

6 .0091 .0027 -- .0286 503 2112 3.8 

8 .0034 .0009 -- .0137 562 + 80 5.4 

10 .oolS .0004 -- .0076 599 2 65 6.9 

HOHENT ANALYSIS 

(Iwludfng Fermi motion and second order corrections) 

n <I)> 
n 

<d> 
n 

iS> 
n 

<D 
n 

A,kV) x2 
- - 

2 .3520 -1960 -5 .4520 W+ll9 3.1 

4 .0355 .0126 -- -0708 397 2164 2.6 

6 .0092 .0021 -- .0241 472 + 108 3.8 

8 -0035 .0004 -- -0089 500 + 79 5.1 

10 .0016 -- -- -0042 531 + 52 7.1 
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TABLE 16 

QUARK AND GLUOt~ MO?iENTS 

(Including second order and Fermi motion corrections: 
global fit with common value of hl 

” (u> 
n 

sd> 
n 

<s> <G> n(PeV) x2 
- nn-- 

2 -3389 .1871 -- .4740 459 10.3 

4 .0353 .0130 -- .0883 l 2.7 

6 -0093 .0021 .0225 . -- 3.8 

8 .0035 .0032 -- .0065 = 5.4 

10 .W16 -- -- .0019 . 8.6 

, 
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Table A-l 

o-2 
w*e 

3.25 
3.75 
4.50 
5.50 
7.00 
9.40 

12.50 
22.50 
40.00 

a-2 
w**2 

3.25 
a.75 
4.50 
5.50 
7.00 
9.00 

12.50 
22.so 
40.00 

EMSTIC CJliiRl~UTlOr( FOR H111106EI( 
I 

2 3 4 5 4 7 t ! 10 
.oos945 .003400 .oo?a?? .oa~cll .002099 .0015.56 .0013?3 .Cill13S .000938 
.00:625 .002?? ."11991 .OOldP? .OJl437 .COl216 .OOlO?' .00936f .0507.19 
.OO!S?? .C9136j .351199 .OOIN7 .0&??9? .05073? .OOObSO mOODsX .JOG5i)c 
.oooazo .090745 .090519 .ow:96 .000:?9 .050468 .0004i4 .000365 .450;2 
.000375 .0313~43 .OOO~l8 .0022?3 .900253 .000?38 .OOC?l5 .OOJ1?5 .300176 
.000161 .GOOiSI .053141 .?OClJl .000121 .OOOll? .000103 .tOM?S .090393 
.Oooo:l .39004? .000046 .953944 .00')041 .a30039 .00003? .000034 .cG!H32 
.000006 .OOCCOb .O'JOOOb .OOOOJS .030005 .OOO905 .OOilOOS .OOO'JOS .OOCWJS 
.000001 .009001 .000001 .0~000l .CGJJOl .000001 .000001 .ODObOl .003001 

ELASTIC tONlRIBUTION FOP DElJTt4IUll 
N 

2 3 4 5 6 7 B 9 1e 
.005563 .004?9? .004054 .OG3395 .DO?S?? .002344 .001?39 .001600 .001319 
.003719 .303255 .r)O?SO5 .00:3?5 .09?033 .0017?0 .OCl452 .CO12Z~ .0010za 
.0021?5 .00194l .0')1707 .OOt490 .001:94 .POIl?O .OPO9S7 .DOO334 .ODO718 
.001174 .OOlO66 .000957 .000353 .OCO?57 .coo570 .000591 .000522 .o%l4sJ 
.000540 .003X4 .000X4 .050417 .OOOi73 .OOOW .900310 .OW!SO .090352 
.OOOtjj .0?0119 .000204 .510139 .OW!75 .OCOlSZ ,059147 .?00137 .OOOlZh 
.0000?4 .[lCOG?t .OOOOS7 .OG1Ojj .59306(1 .030lx5 .000553 .00005D .030347 
.009009 .caooo3 .ooaoo3 .oovxa .000003 .000007 .000007 moo07 moao7 
.000001 .eOoool .oocoo1 .0J0001 .000001 .000001 .0')0001 .owoo1 .OODEOl 
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INCIDENT 
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SCATTERED 
MUON 

TARGET NUCLEON ,FI NAL STATE 
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Fig. I. Feynmar, diagram for one photon exchange. 
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(HOT TO SCALE1 

03 COIITAINS 23m 

RE”TklND 
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Fig. 2. Schematic diagram of Fcrmilab muon beam and beam optics. 
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Fig. 3. Fraction of beam absorbed in steel hadron absorber as a function 
of polyer@lene abmrber in D3 magnets. 
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