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ABSTRACT 

o� ±Results are given for inclusive nand n production in 100 GeV/c ~ p col

lisions. The data cover the large x ~ 0.7 region and are compared in detail 

with the predictions of triple Regge theory. These reactions are theoretically 

oclean with p(n production) or� A (n production) exchange. , We extract the Regge
2 

trajectories ~(t) in the t range of 0 to -4 (GeV/c)2. We find good agreement 

with the determination from n- p ~ {n0 ,n)n at low -t while at large -t ~ 1.5 

(GeV/c)2, the value of a becomes approximately -0.5, independent of t. We see 

evidence for the wrong signature nonsense zero of the p at t ~ -0.4 (GeV!c)2 

in the nO production data. In agreement with simple Regge theory, there is no 

structure in the n production data at this t value. 
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I.� Introduction� 

We present results on the inclusive reactions� 

~± +� p ~ ~o(n) + X (1) 

where the detected ~o or n lies� in the kinematic region 0 ~ -t ~ 4 (GeV/c)2 and 

+ x ~ 0.7 and the incident ~ or ~ beam has a momentum of 100 GeV/c. These 

reactions may be described by the triple Regge modell-3), which allows an in

terpretation of the data in terms of the p and A trajectories for the ~ 
o and

2 

n respectively. The results are compared with those from experiment Elil at 

Fermilab, which used the same photon detector to measure the corresponding 

4)exclusive processes , 

(2) 

In our case, the x dependence gives the Regge trajectory whereas in the exclu

sive process, the trajectory is derived from the s dependence. Hence we have 

been able to obtain the trajectory from data taken at just one beam energy. 

The reactions (2) provide the best tests of ordinary Regge theory because 

of their simplicity in the t channel, i.e., only one trajectory is exchanged in 

each case. Likewise, (1) provides the best tests of triple Regge theory as again 

there is essentially only one triple Regge term present. As an additional bonus, 

the inclusive cross sections are several orders of magnitude higher than for 

the exclusive processes and so we have been able to measure these reactions out 

to higher -t than was possible with (2). The results of this paper and the 

accompanying oneS) 'on the all neutral final state provide striking evidence for 

the validity of triple Regge theory at low -to Assuming that this interpreta

tion remains valid at larger -t, we are able to extend our knowledge of the p 

2and A trajectories out to t = -4 (GeV/c) and find that they become approxi2 
2 3 6)

mately independent of t. There� have been many previous experiments" testing 
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triple Regge theory but they have been mainly on diffractive reactions, such 

as pp + pX, where many triple Regge terms can contribute. Thus it has not been 

possible before to provide really clean tests of the theory. We believe that 

our data confirm and quantify the success of triple Regge theory suggested by 

the diffractive experiments. 

In Section II, we describe the experimental setup and in Section III, we 

discuss the processing of the photon detector data. Both these sections may 

be omitted if desired. In Section IV, we present the results and a discussion 

of their theoretical interpretation and we finish with our conclusions in Sec

tion V. 

II. Apparatus and'Trigger 

The data were taken in the M2 secondary beam at Fermilab using the appa

ratus shown schematically in Fig. 1. The beam particle (n-K-p) was identified 

using two helium gas-filled differential Cherenkov counters, the first of which 

is omitted from the sketch. Since we shall discuss only incident pions in this 

paper, we applied very strict software cuts which gave negligible contamination 

from kaons and protons. The flux was corrected for the electron contamination 

which was determined from Cherenkov counter measurements. The direction of the 

beam particle was determined using two widely separated hodoscopes. Satisfac

tory beam particles were defined using electronics described in Ref. (7). The 

pions interacted in a 60 cm long liquid hydrogen target and the produced nO,s 

and n's were detected by their 2 photon decay mode. The photon detector, shown 

in the inset to Fig. 1, was a 75 cm square hodoscope containing 21 radiation 

lengths of lead scintillator sandwich. The shower energy was integrated in the 

longitudinal direction by counters consisting of eight scintillation rods, each 

1 cm wide, 0.7 cm thick, and 73.5 cm long, which were evenly spaced in depth 

and coupled to one phototube. There were seventy such counters in each of two 
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orthogonal directions so that the photon showers are seen in two transverse 

directions (x and y). For this experiment, a "backup counter" consisting of 

about four radiation lengths of lead scintillator sandwich with ten counters 

in one direction was attached to the back of the main detector in order to 

sample the energy leaking out the back of the main detector and hence improve 

the energy resolution, as described in Section III. Since in this experiment 

we are looking for nO,s produced in conjunction with charged particles, we 

desired to minimize the number of charged particles hitting the detector to help 

our event reconstruction. To do this, we used a sweeping magnet and placed the 

detector at such a distance that the magnet did not aperture interactions in 

the target. The magnet swept charged particles in the horizontal direction, 

so we placed the detector off-center (17 counterwidths into the beam line) so 

that non-interacting beam particles just missed one edge. 

The data presented here were taken with two different triggers. The first 

required that the total energy deposited in the photon detector be above some 

threshold energy. The second required that the energy in a region' of the de

2tector away from the beamline corresponding to -t ~ I (GeV/c) be above a thresh

old. Several threshold energies were used to provide a complete coverage of 

the kinematic region under consideration. 

Data with triggers have been combined together in the results presented 

here. Two other triggers used in this experiment were the Neutral Final State 

trigger, described in Ref. (5), and one requiring an incident kaon or proton 

which we will present in a later paper. 

III. Event Analysis 

We show a typical event in Fig. 2. The data consist of seventy pulse 

heights in each of two orthogonal views (x and y) and ten pulse heights from 
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the backup counter in the x direction, which are not shown. We see that several 

showers are present. Our problem is to identify pairs of photons which come 

from the decay of nO or n's. For example, a nO with an energy of 100 GeV decays 

into two photons which are separated by a minimum of 5 counter widths when they 

hit the detector. Each photon then produces an electromagnetic shower whose 

transverse development has a FWHM of about 1 counter width. Photons from lower 

o energy n 's have greater separation. Hence the two showers are distinct in at 

least one view. However, they may not be separated from other photons present 

oin the event. In our example, two n 's are present with photons a and a belong

ing to the higher energy one, in which we are interested, and photons y and 0 

to the other. In the x view, all the photons are distinct but in the y view, 

the photon showers from a and 0 have merged. Actually most events are s.impler 

to analyze than that illustrated in Fig. 2 for, as shown in Table 1, three 

oquarters of the events only have the two photons from the n or n decay in the 

detector. We developed software that both optimized the recognition of nO,s 

oand n's in a multiphoton environment and improved the nand n energy resolution. 

The analysis was based on the fact that the transverse development of a shower 

is subje~t to only small statistical fluctuations. One can use the observed 

shape of a pulse height peak (A + D in Fig. 2) both to tell if it consists of 

more than one photon whose showers have coalesced in one view and to improve 

our resolution. 

The analysis involved three main steps: 

(a) Determination of the response of the detector as a function of the 

energy and the transverse distance of a photon from .the center of a counter. 

(b) Determination of the gains of the phototubes as a function of time. 

(c) Constrained fits to all information recorded for a given event. 

Let us describe these in order. 
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(a) Shower Shape 

The response of the detector to photons was found iteratively. To 

a good approximation, the response of the detector is linear in energy. 

The transverse shape, S(d,E), i.e., the pulse height in a counter that was 

distance d in one view from a photon of energy E, was found by looking at 

a sample of single photons. Our knowledge of the d and E dependence of 

S was then refined by varying S about this first approximation to minimize 

the goodness of fits to ~o,s and n's observed in a part of the data sample. 

This involved looking at about 100,000 ~o's and essentially meant that we 

2minimized the X of the constrained fit described in (c) with respect to 

parameters defining S(d,E). Details of the resultant function may be found 

elsewhere8) • 

(b) Phototube Gains 

The time dependence of the gains was monitored throughout the exper

207 iment for each counter using Bi sources in scintillator discs mounted 

between the lucite light pipes and the photomultiplier cathodes. The 

absolute value of each gain was found in a manner similar to that used to 

determine S(d,E); namely the gains of all 140 counters were varied to 

minimize the X2 of constrained fits averaged over very many ~o's. This 

worked well but the imperfect knowledge of the gains is still an important 

contribution to our energy resolution (see (c) below). This was because 

the source monitoring system was not set up perfectly and there was some 

residual time dependence corresponding in average to about a 1% uncertainty 

in the gains. 

(c) Constrained Fits 

To make� maximum use of the information available, the parameters of 

2each event were determined by a X fit to the 140 observed pulse heights 
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in the detector. For an event with n photons (n = 4 in Fig. 2), we have 

3 n parameters; an energy E and x and y intercepts xi and Y1 for the i'thi 

photon. The pulse heights can be predicted in terms of Ei, xi and Yi using 

the shower shape functions S(d,E) discussed in (a). The proper errors in 

S(d,E) were determined by the procedure used to findS itself and, using 

2these, a weighted X was minimized.� 

The invariant mass of two photons of energies E and E and angular sepa�l 2 

ration Slab' .is given by, 

(3) 

The angular separation Slab was determined from the intercepts, xi' Yi' of the 

photons on the detector assuming that the interaction was at the midpoint of 

the target. The energies of the photons were initially determined by the pulse 

heights and detector calibration. However, we used constrained fits where the 

oenergies were forced to satisfy (3) with m equal to the ~ or ~ mass. Inter

estingly enough, this gives a substantial improvement in the resolution for the 

o 0 o energy E = E + EZ of the rr or n • In fact, for a 100 GeV n , the raw energyI 

resolution of the detector, determined from E = E + E using the pulse heights
l Z 

only and assuming that the gains are exactly known, is 2%. In a perfect world, 

use of (3) as described above would give a 0.55% resolution for E at cos e = 0rest 

and a 1.35% resolution at cos e = 0.75, where e is the decay angle inrest rest 

the rro rest frame. The average over cos e was about 0.9%. Our lack ofrest 

knowledge of the interaction point in the target gives a 0.9% contribution to 

the resolution. From the neutral final state data described in Ref. (5), we 

found that our resolution is actually 1.6%. This differs from the estimate above 

(.9% plus about .9% added in quadrature) because of the time dependence of the 

gains as discussed in (b) and because of the variation of the response of a given 
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counter along its length. By careful construction, most of the light attenu

ation along the counter had been e1irninated9); there remains a rather irregular 

variation of the response at the 1% level. Regardless of these difficulties, 

we note that the 1.6% resolution is quite sufficient for this experiment. Also, 

because the major effects in the resolution are the gains and the interaction 

point, the resolution varies linearly and not as the square root of the energy. 

Thus, use of (3) improves our resolution more at low energies than the 100 GeV 

energy of the example discussed above. 

Data� Selection 

We had to make several corrections and cuts on the data after they had been 

analyzed for high energy ~o's and n's. Since the energy resolution and recon

struction ability were poor at large decay angles of the two photons, we applied 

a cut of cos e ~ 0.75. To eliminate interactions in the target walls and 
rest 

in the air, we took all our various triggers under both full target and empty 

target conditions. We also corrected for the possibility of two interactions 

taking place in the target8) . The targ~t empty subtraction varied from 15% to 

25% of the full rate while the double interaction correction was about 2-3% at 

high -to In each case, the correction was done separately for each energy and 

t bin.� 

o�We studied our definition of a ~ or n to understand the background re1
. . 

ative to the signal. In Fig. 3, we show the mass spectrum, of events with 2 

photons in the detector, calculated using unconstrained fits, i.e., those not 

using (3). As a dashed line, we show the unconstrained spectrum for our basic 

data sample, i.e., events giving a good constrained fit to (3). The background 

was subtracted as a function of E and t and some of the results are summarized 

oin Table 1. The background is essentially negligible for ~ 's but is an impor

tant correction for the n's. We have at present neglected the error in the 
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background subtraction. This is small for nO,s but not for ~'s, so our ~ re

suIts should be regarded as somewhat preliminary. 

Finally, all data were corrected for the geometrical acceptance for nO,s 

and n's. The ability of this experiment to probe large -t values with rather 

modest beam fluxes (~2 x 106 n per pulse) was due to the high geometrical 

acceptance; this varied from unity at low -t to 0.2 for nO,s at -t ~ 3 (GeV/c)2. 

IV. Theoretical Interpretation and Results 

Theory 

The triple Regge model describes inclusive cross-sections, a + b ~ c + X, 

by the exchange of three singularities, ~, ~ and ~, resulting in the cross

• 2)
sect~on 

2
d o(x,t,s) G () (4)dtdx - ~~~ t I-a (0) 

s ~ 

where;; is the center of mass energy of a and b, t is the square of the four-

momentum transfer between a and c, x is the fraction of the longitudinal momen

tum given to c and a (t) is the Regge trajectory of particle K. We shall here
K 

after refer to G as the residue function. Several different particles may be 

+ 0exchanged but for our reactions, n-p ~ n (~)X, the choice is relatively small. 

The dominant contribution for nO production, shown in Fig. 4(a), is from pp~ 

exchange (aP= Pomeron) which gives 

d20 1 - 2a (t)� 
---- = G (t)(l-x) P (5)�dtdx p 

where we have assumed that a~(O) = 1.0. Hence the x dependence at a given t 

gives the p trajectory, a (t).
p 
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. 
The exchange, shown in Fig. 4(b), with the Pomeron replaced by the combi

nation f ",,' Af + .If p gives for '11'* beams-
+

G-:f(t) 0.5 - 2a (t) 
-
;; 

(I-x) P (6) 

where we assume that af(O) = ap(O) ::: 
+

0.5 and also that Gf(t) ::: 
- 10)

2/3 Gf(t) • 

Actually, (6) is a very small contribution to the cross section and we are very 

insensitive to it. We see this directly from our raw data which show that the 

cross sections from the ~+ and ~- beams are about equal (see Fig. 12) as pre-

dieted by (5) and not 2/3 as given by (6). So we decided to fix its contribu

tion using a theoretical estimate; as we shall see, varying this estimate by a 

factor of 2 makes negligible effect. One can estimate (6) from the analogous 

terms found in the pp ~ pX analysis of Ref. 2. This analysis used finite mass 

sum rules l 1) (FMSR); one can try to use the FMSR directly on our data but our 

poor mass resolution makes this hard although we did find results consistent 

with the pp + pX data. We have a large sample of data at an incident momentum 

of 200 GeV/c; when the analysis of this is complete, one will be able to pin 

down (6) from its beam energy dependence. 

At high x, we find contributions from the production of resonances of low 

mass, M::: Is(l-x), shown in Fig. 4(c). By duality, these are related to the 

pp(f±p) contributions discussed above. We have explicitly included the reac

tions 

(1) 

The cross sections for these processes were estimated using the Ell! re

sults4) and our neutral final state data5) • Our data indicate that (7) under

estimates the low mass contribution; presumably the higher mass N*'s can also 

contribute significantly but we are not aware of any measurement of their (charge 
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exchange) cross sections. The triple Regge terms were cut off at a missing mass 

~	 above the ~ mass and the data were fit only up to x = 0.98, i.e., M = 2 GeV, 

so it was not at all sensitive to these low mass terms. We have not subtracted 

o� f 0, , , tthe contribution of n 's and n's from the decays 0 K s, W s, n 5, e c. 

- 0� - 0
The reaction ~ p + ~ X allows isospin I = 1 and 2 exchange in the ~ ~ 

channel. Normally, one would expect the I 2 part to be negligible but it can 

be produced by ~ exchange, shown in Fig. 4(d), and turns out to be surprisingly 

+
large at� small -to I = 2 exchange is directly probed by the reactions ~. p + ~ X 

+� + or TI p + TI X. However, the only high x measurements have been of u p + u X 

12at p~ = 0.3 and 0.5 GeV/c and x ~ 0.9 ) . Hence we have tried to calculate 

this term using a particular model based on ~ exchange. We suppose that two 

real pions are produced at the incident pion vertex and a virtual pion is ex

changed so that it and the unobserved real pion are in a state of isospin = 2. 

. 13� 14)
This vertex can then be calculated using known ~~ scattering ampl1tudes ' • 

The virtual pion and proton interaction is modeled using the ~p total cross 

sections. With no free parameters present, this model gave good agreement with 

the TI+P� + ~-X data. This model was suggested in Ref. 12 where it is calculated 

using p� and f production as shown in Fig. 4(d). We prefer to use the full TITI 

scattering amplitudes; this gives similar results to the calculations in ~ef. 12. 

Note that resonances of higher mass than the f, e.g., the g, give small contri

+ a
butions because I = 2 exchange in u-p + TI X is generated by I = 2 exchange in 

the TITI amplitude. As I = 2 is an exotic exchange, it is expected to be small 

at high TITI masses and experimentally this prediction seems to set in above the 

£14). We emphasize that we only expect the model to be reliable at small -t 

where one is reasonably insensitive to extrapolations off the ~ pole; thus we 

only use this correction below -t ~ 0.5 (Gev/c)2. Fortunately, we only expect 

the term to be big at the small -t values where we can calculate it because only 
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here do we get significant enhancement from the 1T pol~. Finally, we note that 

explicit inclusion of the I = 2 term is not equivalent to just subtracting the 

p,f resonance production contributions. In fact, the p and f contribute equally 

to I = 1 and 2 in the 1T-~o channel. We believe that the I = 1 part of p,f 

production is already "included" in the triple Regge terms (5,6); certainly 

l l)duality would suggest this • 

o
The discussion of n production is completely analogous to the 1T case 

except that there is no I = 2 contribution and one must exchange the A instead2 

of the p Regge pole. 

Testing Triple Regge Theory: Determination of the p Trajectory 

We have binned the data in t bins and fitted the x dependence to the triple 

Regge terms (5,6) where the unknown parameters are the t-dependent trajectory 

a (t) of the exchanged p and its pp~residue, G (t), defined by (5). We have 
p p 

smeared the theoretical functions with the energy resolution but have ignored 

the t resolution which is small compared with the size of the bins. We have 

fitted the ~- and n+ data simultaneously, allowing a (t) and G (t) to vary.
p p 

Data and fits for some representative t bins are shown in Figs. 5, 6 and 7 while 

the trajectories and residue functions derived from these fits are shown in 

Fig. 8. Without looking in detail at the fits, we see that Figs. 5-7 show that 

the x dependence of the cross section changes dramatically with -t; at low -t 

it is roughly flat but at higher -t it falls rapidly with increasing x. This 

is. of course, predicted by triple Regge theory (5) from the change with t of 

a from ~ 0.4 at t = 0 to -0.5 at higher -to This change in x dependence inp 
- . 0 4)the inclusive process is analogous to the famous shrinkage of 1T p ~ 1T n • 

In Figs. 5 and 6, we show fits for the bins 0.10 < -t < 0.15 and 0.30 < 

-t < 0.40 with and without our parameterization of the I = 2 contribution as 

already discussed. We have fixed the residue function of the pp(f+p) term and 

used the same ~ as in the ppGrterm. The figures show it to be a small contri
p� 

bution. We see that the I 2 term contributes about a quarter of the cross�D 
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section and that its behavior is very different from a power of (I-x). As 

expected, the importance of the I = 2 term is decreasing with increasing -to 

Including the I = 2 term raises the extracted value of a (t) by about 0.1, as 
o 

shown in Figs. 8(a) and (b) and leads to better agreement with the trajectory 

ofound from n p + n n. We also see that the trajectory obtained from the region 

0.81 < x < 0.98 is in better agreement with the n - p + n0 n value at low -t than 

that from the region 0.71 < x < 0.98. Curiously there is still significant 

disagreement with n- p + n0 n in Fig. 8(b) for the lowest t bin. At low -t, we 

always find that the data for high x ~ 0.97 lie above our fits; presumably this 

is due to low mass N* 's (Fig. 4(c» not included in the fit. 

We have investigated the sensitivity of the low -t results to our pp(f+p) 

parameterization. We find that doubling or halving the contribution of the 

pp(f+p) term makes a decrease or increase by about 0.01 for -t ~ 0.25. We have 
p 

tested the sensitivity of the results to our knowledge of the beam momentum and 

1the resolution. Increasing the beam momentum by 2% causes a decrease of a from 

0.01 at low -t to 0.05 at high -to Increasing the standard deviation of the 

resolution from 1.6% to 2.0% causes a change of less than 0.01 in a. 

A sample of the high -t data is shown in Fig. 7, where it is fitted to the 

ppW term only for 0.71 6; x ~ 0.98. We see from here and from Fig. 8 that the 

trajectory flattens off at about -0.6. The uncertainty in this asymptote can 

be estimated by fitting in the region 0.81 6; x ~ 0.98 which changes it up by 

0.1 to a ~ -0.5. a -0.5 implies that the cross section behaves like (1_x)2;
p p 

the constituent interchange model15) (ClM) predicts a leveling off of a at-l 
p 

3 . 
or a (I-x) cross section behavior. The fit given by fixing a at -1 and allow

ing just the normalization to vary is shown in Fig. 7 for the 3.00 < -t < 3.50 

(GeV/c) 
2 

bin. 

Since triple Regge theory is only expected to be valid at high x, we see 

that our data suggest that the theory is indeed valid for x ~0.8 but there are 
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other sources of ~o's present at lower x; at x = 0.7. we estimate they are 20% 

of the triple Regge term. The presence of such terms is also shown in Fig. 5 

where the fits lie below the lowest x data. 

The residue function. G (t), from the fit to the pp~term. is shown in 
p 

Fig. 8(c). (d). We see that there is a significant difference between whether 

the I = 2 term is included or not. But we see that in both cases. it falls 

rapidly with -t for -t ~ 0.3. and then has a change in slope. In (d). where 

the fit was over the restricted range 0.81 ~ x ~ 0.98. we see a dip at t ~ -0.4 

which is coincident with the place where the trajectory passes through zero. 

This is presumably the p wrong signature nonsense zero seen more clearly in our 

neutral final state data5). The fact that for the fits for x > 0.81. both see 

a p trajectory near the ~-p ~ ~on value and the p wrong signature nonsense zero. 

suggests again that this is the region of validity of triple Regge theory. 

n Production 

+
We also took data on the reactions TI-p ~ nX where the n decayed into two 

photons. We have corrected our data using a 2y branching ratio of 0.38. In 

the triple Regge model. these reactions are dominated by A2A2~eXchange and have 

contributions at low -t from the A ( f +P ) and the low mass resonance terms.2A2

We note that the n production should be a cleaner test of triple Regge theory 

because it has no complications from I = 2 exchanges as the n is an isoscalar 

and also is less likely to be produced from the decay of another particle or 

have contributions from central production that could well be present for nO,s. 

+ We fitted the ~ and ~ data simultaneously to find the A trajectory.2� 

n (t) and the residue function. G (t). Selected cross sections are shown in�
A A

2 2� 
Fig. 9. For -t > 0.2. we fitted the data over 0.71 < x < 0.98 whilst for -t <� 

0.2 we fitted over 0.81 < x < 0.98 because the t effect depletes the lowermm 



-14

x region. We see in Fig. 9 how the x dependence of the data varies with t. 

Fig. 10 shows the resulting A trajectory and residue function. The trajectory2 

lies about 0.1 higher than the Elll result obtained from the exclusive reaction 

-
~ p + nn and about 0.2 higher than our p trajectory. It agrees well with the 

straight line through the p, A and g at low -t and then curves away above it.2 
oJust as for ~ production, we see that the trajectory levels off at a value near 

-0.5. Comparing Fig. lOeb) with 8(d), we see that the A residue is completely
2 

featureless (and might even peak) at the t value where the p residue has its 

dip. This is a striking success for naive Regge theory. 

Cross Sections 

The cross sections for n p + naX integrated over x from 0.71 to 0.81, from 

0.81 to 0.91 and above 0.91 are shown in� Fig. 11. Here x is the detected nO 

energy� divided by the beam energy. We see that in all these energy bins, there 

2is a change in slope at t ~ -0.45 (GeV/c) • Near this point, a (t) passes
p 

through zero and it is also where we see� a "wrong signature nonsense zero" in 

our fits for x > 0.81 and in our neutral� final state data. Here we only see 

a break of slope (also a feature of the NFS data) but no dip. At high t, we 

2� Bt
show a fit of the data for -t ~ 1.5 (GeV/c) to the form Ae where the normal

izationA is varied for the different x bins but where the parameter B is kept 

constant. The best fit gives B = 1.82 and we see that the data fit this form 

well. 

The ratio of the n cross section to the nO cross section for x > 0.71 is 

shown in Fig. l2(a). The peak in the ratio at t = -0.5 corresponds, of course, 

to the structure at this point shown in Figs. 8(c,d). The ratio at higher t 

flattens off to somewhere between 0.3 and 0.4. This is a little lower than the 

prediction of 0.5 made by assuming the naive argument that only the uu and dd 
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. 
o l'~ Icontent of the nand n is important and that n = -- ss + - (uu-dd). This

fi 2 
prediction assumes that the uu and dd terms contribute incoherently. This is 

rather dangerous because in naive Regge theory (which we have found works at 

low -t), the uu and dd parts of n interfere destructively at t ~ -1.5 (GeV/c)2 

where the A2 has its wrong signature nonsense zero. The incoherence assumption 

is justified in quark quark scattering models for high PL processes as described 

oin Ref. 17. In the CIM model, we know of no estimates of n/n production; one 

would naively estimate zero as a ,A = -1 as predicted at high -t and here a p 2 

simple Regge A contribution must vanish from the cancellation between uu and2 

dd described above. Our n/TI ratio is comparable to the value of 0.44 ± 0.05 

obtained at low x and high PI using the same photon detector16) " 

The ratio of the TI+ to n beam production of TIo,S is shown in Fig.12(b). 

We see that the ratio is near 1 everywhere. This is in agreement with the 

dominance of the ppfi?term. At the high -t values, one would predict the observed 

17) . 
value of unity from either quark quark scattering or the constituent inter

change model15) ; the latter would predict differences between TI- and n+ beams 

at higher -t values than those probed sensitively by this experiment. 

V. Conclusions 

We have found striking agreement between triple Regge theory for both the 

trajectory and residue functions of the p and A The theory seems to be valid
2" 

for x > 0.8 although even here, one must add the contribution of an I = 2 ex-

ochange term for the TI production. We have not investigated the importance of 

Regge cuts in our reactions even though we know from two body scattering that 

18 19) - 0they must be present ' "The dip in TI p + TI n is popularly explained either 

as a pole cut interferencel 9) or as the wrong signature nonsense zero of the 

p Regge pole. Only the latter model would naturally predict the dip at about 

the same t value that we see in our full inclusive data. Confirming the Regge 
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explanation is the complete lack of any structure in our n data, as seen in fact 

S).
in ~-p ~ nOn4), and the similar dip systematics in our all neutral data Ac

tually, it may be possible to understand the dip in the p residue Gp(t), shown 

in Fig. 8(d), from just analyticity. Thus we can separate out the signature 

factor and write, 

G (t )
P 

= G' (t )
P 

(8) 

G'(t)/cos2 
(~a 12).p p 

Even if G'(t) has no structure ~t a = 0, one will get a dip from the 
p p 

inverse cosine in (8) at a = O. This could well explain the structure in both 
p 

our neutral final state and full inclusive p residues. The dip in (8) comes 

from the signature factor which can be regarded as a necessary consequence of 
l-2a (t) . 

analyticity and the observed (I-x) P behavior of the cross section. In 

simple Regge theory, G~(t) is zero at ap = 0 as a consequence of p-AZ exchange 

degeneracy. In this explanation of our data, the complete zero at a~ = 0 in 

the cross section is filled in with other contributions. 

Our trajectory functions level off at - -0.5 for -t ~ 1.5 (GeV!c)2 and we 

see this same universal behavior in our neutral final state data5). Is'this to 

be attributed to the behavior of the p and A exchanges or is it some hard
Z 

scattering contributionl 5,17) swamping the Regge contributions? In the eIM model, 

the trajectories level off so that the Regge exchanges ~ the hard scattering 

terms. It is not clear that this is true in all models. Experimentally, it 

could be understood by measuring a from n-p ~ nOn at larger -to 
p 

In the elM model, the high x, high -t, region probed by our data is under

stood in terms of the incident n scattering off a quark inside the proton; a 

- 0 - 0typical process for n p ~ TI X would be n u ~ n d where the initial u is inside 
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the proton and the final d fragments into a jet of had~ons. As pointed out 

before, this predicts a.p = -1 at high -t which is somewhat lower than our ob

served value of -0.5. It is possible, of course, that the trajectory will reach 

-1 at larger -t values than those probed in our experiment. Further, the exact 

value of a. is sensitive to the definition of x used in the basic formula (5). 

We have used x as the lab energy divided by the maximum possible energy at the 

given t value; changing the definition so that the denominator is just the beam 

energy would decrease the fitted a. by about 0.2 at -t = 4 (GeV/c)2. However, 

20) one can also estimate the absolute value of the CIM term and for t ~ -3 

2
(GeV/c) , one finds a prediction that is about a factor of thirty below our data. 

So both the magnitude and energy dependence of our data suggest that the CIM 

model is not applicable to our high -t measurements. 

Quark quark� and quark gluon scattering is a fashionable model for high p~ 

= 017,21).processes near x Naturally, this will also contribute to the high 

x region. In this model, rather than the coherent process n-u ~ nOd of the CIM 

model, one has the incoherent processes,typified by u u ~ u u where the final
l 2 3 4 

-� 0 u fragments into the observed n • U is a constituent of the ~ and U of the
3� l z 

n
1

proton. Suppose the u and d distributions inside the n behave as (l-x ) as 
q 

x , the fraction of ~ momentum carried by the u, d quarks, ~ 1. Again suppose
q n

2the fragmentation functions of quarks into nO,s behave as (l-z) , as z, the 

fraction of the quark (u in example) momentum carried by the nO, ~ 1. Then
3 

the apparent value of a. seen in our ~ 
- p ~ n0 X data is predicted to be 

where the basic quark-quark scattering has "Regge" intercept a. • In the QCD 
g 

formulation� of quark-quark scattering, a = 1 as it is single gluon (a spin 1 
g 

particle) exchange. Thus we get 
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Fashionable choices for nl, n2 vary from n = n = 0 (Ref. 17) to n = l 2 l 

n = 1 from the counting rules (Ref. 22). It is, therefore, quite possible that2 

QCD can explain our observations. We need to know more about the n structure 

functions in order to be able to make reliable calculations. 

Fina11y, one must mention the quark recombination mode123 , 24) which has 

25,26).been applied to meson production from a proton beam at high x This is 

normally applied at low Pi but clearly our data show that this region is domi

nated by triple Regge terms. Maybe it can provide a description of our high 

-t data where a has settled down to its "universal" value by -0.5 but the cor

2responding (l-x) behavior of the cross section at fixed t does not seem to be 

predicted by the model. The recent pp ~ n,K X data from the CHLM collaboration 

27).show reasonable agreement with triple Regge theory for x > 0.7 It seems - likely that in this x region, at least, triple Regge theory and not quark re

combination is the correct description of both of our pion and the C~LM proton 

induced reactions. 

In conclusion, we see that the theoretical interpretation of our results 

is still unclear. The most economical explanation is a combination of triple 

Regge theory at low -t and hard scattering (QCD) at high -to Any theoretical 

description should explain why we see such similar behavior in the all neutral 

and full inclusive data. 
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Figure Captions 

Fig. 1. Schematic arrangement of the experimental apparatus. The inset shows 

the photon detector in more detail. 

Fig. 2. A typical event. 

view and a, ~, y 

the detector. a 

Fig. 3. Mass spectrum for 

A, B, C and D indicate the observed peaks in each 

and 0 the positions of the photons on the face of 

oand B form the n in the triple Regge region. 

oevents with 2� photons in detector for the n region 

2
with x ~ 0.57 and -t ~ 1 (GeV/c) . This has had the empty target 

contribution subtracted. The "constrained" and "unconstrained" data 

are explained in the text. 

+ 0 
Fig. 4"� Contributions to n-p + n X in the triple Regge region, discussed in 

Section IV. 

Fig. 5.� Data on n±p + nOX as a function of ~ for .10 < -t < .15. The results 

of a fit to the n- and n+ data simultaneously allowing a (t) and G (t)
P P 

to vary are shown for (a) no I = 2 term included and (b) I = 2 term 

included. 

Fig. 6.� Data on n±p + nOX as a function of x for .30 < -t < .40. The results 

of a fit are shown for (a) no I = 2 term included and (b) I = 2 term 

included. 
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Fig. 7.� Data on ~±p ~ ~oX as a function of x for selected t bins at high -to 

The curves are fits to the ppi?term of triple Regge theory as described 

in the text and the fitted values of a and G are plotted against t 

in Fig. 8. 

Fig. 8.� The trajectory, a (t), and the residue function, G (t) determined from 
p� p 

fits to the pplPand ppf terms using the ~±p ~ ~oX data, for fits over 

0.71 < x� < 0.98 in (a) and (c) and fits over 0.81 < x < 0.98 in (b) 

and (d).� Also shown is the parameterization of p trajectory from the 

... -p -~ '!f°n data4)exclusive" ~ and the linear trajectory passing through 

the p, A and g masses.Z 

+
Fig. 9.� Data on If-p ~ nX as a function of x for selected t bins. The curves 

are fits to the A2A~and AZA2f terms of triple Regge theory. The 

trajectory and residue functions from these fits are shown in Fig. 10. 

Fig. 10.� Trajectory, aA (t), and residue function, G (t), determined from fitsA 
~ Z + Z 

to the AzAz\rand AZAZf terms using the 'If-p ~ nX data. Also shown are 

the parameterization of the AZ trajectory from the exclusive 'If p + nn 

data4) and the linear trajectory passing through the p, AZ and g 

masses. 

ZFig. 11.� The cross section d o/dtdx integrated over x between (a) 0.71 and 0.81, 

(b)� 0.81 and 0.91 and (c) above 0.91 for the reaction 'If - p ~ 'If0 X. Here 

o x = detected� 'If energy/beam energy. 
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2a 
Fig. 12. The ratios of the integrated cross section t forI d

dtdx dx- +� X > 0.71 
IT p + nX IT p + lToX 

(a)� and (b) 
lToX lToXIT P +� IT P + 
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