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ABSTRACT 

In a sample of 108,563 pictures taken with the Fermilab 30-inch 

hydrogen bubble chamber, exposed to a 360 GeV/c n- beam, we have ob

served 19,453 interactions in a selected fiducial region. The observed 

charged multiplicity distribution has been corrected for the effects of 

scan efficiency, errors in prong count, missed close-in vees, secondary 

interactions and neutron stars and for Dalitz pairs. The two-prong events 

have been corrected for low-t losses. The total cross section is 

measured to be 25.25 ± 0.35 mb, and the elastic cross section is 

3.61 ± 0.11 rob with an exponential slope of (8.82 ± 0.30) (GeV/c) 
-2 

. 

The average charged-particle multiplicity for inelastic events is 

8.73 ± 0.04, and the second moment f is measured to be 9.83 ± 0.23.
2 
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I. INTRODUCT'ION 

We present data on a determination of the total and elastic cross 

sections and of the charged-particle multiplicity distribution 

for 360 GeV/c TI p interactions. Precise determinations 

of these cross sections and of the shape of the inelastic charge 

multiplicity distribution are of importance to high-energy strong inter

action dynamics, in particular to the study of scaling effects. The 

data presented here represent measurements at the highest available 

- (1 2 3) energy for n p interactions. " 

II. EXPERIMENTAL DETAILS 

An unseparated 360 GeV/c negative-particle beam was produced by 

targeting 400 GeV/c protons from the Fermilab accelerator, and was 

transported ~ 1 km to the 3D-inch bubble chamber/wide-gap spark chamber 

hybrid facility at Fermilab.(4) Upstream of the·bubble chamber, a sys

tern of proportional wire chambers allowed a precise determination of the 

incident beam angles. (5) The beam at the bubble chamber had a momentum 

spread of ± 0.1% and an angular divergence of ± 0.25 mrad. Muon con

tamination in the beam was determined to be (1.0 ± 0.6)% by an absorp

tion measurement downstream of the bubble chamber. (6) 

The bubble chamber operated with the following parameters: 25 KG magnetic 

field, 35-mm film, three views, bubble size on film ~ 15 ~m, and a 

bubble density for minimum-ionizing particles of 10-12 bubbles/em. The 

entrance window was ~ 18 cm high and ~ 5.5 em wide. 

Altogether ~ 301,000 exposures of the bubble chamber were taken, and 

associated upstream proportional wire chamber data were logged on magnetic 
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•
tape. Optical readout from the wide-gap spark chambers was also re

corded on film. The data presented here represent a composite of re

suIts obtained at each participating laboratory. The total and elastic 

cross sections and the charge multiplicity distribution were determined 

independently at each laboratory on a fraction of the film 

and the results compared. Although techniques differed in detail, 

no significant differences between laboratories in cross sections or the 

multiplicity distribution were observed, and the 

results have been combined in this work. This procedure should result 

in minimal systematic errors. No momentum measurements from the down

stream spectrometer were used in this analysis. 

The film was scanned in three views with approximately life-size 

projection. In order to reject frames with evidence of upstream hadron 

showers, all frames with more than 14 incident tracks were rejected. 

In addition, all beam tracks entering the chamber were required to be 

parallel to the beam to within 1.3 mrad. Frames with more than 11 off-

angle tracks entering the chamber were rejected. Most of the rejected frames 

showed clear evidence of a hadron shower upstream of the visible hydro

gen. The fraction of frames rejected was about 26%. 

One laboratory used the first third"of the chamber as a fiducial region 

to define the parallel beam tracks, and then used the remaining 2/3 as 

a fiducial region for recording events. This procedure is in principle 

desirable, to guard against slightly off-angle incident tracks which are 

secondary particles from interactions far upstream of the bubble cham-

her. In addition, clusters of beam tracks which cannot be clearly re

.- -
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solved are not accepted in the beam couqt to avoid errors in counting 

beam tracks. On the acceptable frames the recorded information included 

the number of good beam tracks, all events and their charged 

multiplicities and locations in space or on a grid; secondary interac

tions, Va's from neutral particle decays and y conversions, neutron 

stars, Dalitz pairs, identified protons and TI~e decays. The average 

number of good beam tracks per accepted frame was 6.2. 

The film was scanned a second time, independently of the first 

scan, and a third scan was performed on about a third of the film to re

solve conflicts. In this third scan, event topologies were carefully 

examined in order to determine prong-count errors in the primary scans. 

It was determined that errors in the prong-count were largely random in 

nature, rather than systematic. and that the rate for such errors in

creases from zero in the two-prongs to nearly 9% in the highest 

charged multiplicities. Although the effect of this correction largely 

cancels itself in adjacent charge multiplicities, nevertheless we apply 

a correction for wrong-prong-count to the charge multiplicity distribu

tion as discussed later. The scan efficiency for a typical single scan 

was found to be (96.9 ~ 2~:~% for zero-prong events, (93.2 ± 1.2)% for 

two-prong events (excluding those with recoil protons less than 2 em.). 

(96.5 ± 1.3)% for events with four or six prongs. and (98.0 ± 0.6)% for 

events with eight prongs or more. No significant variations of scan ef

ficiency with charge multiplicity above eight prongs was observed. 

The fiducial length of about 45 em. was chosen to allow ~ 16 cm. 

visible track length at the upstream end of the chamber to accurately 
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scan the incident beam, and > 15 ern. of visible track length at the 

downstream end of the chamber in order to minimize the fraction of 

events of uncertain topology. The fiducial length chosen varied at the 

different laboratories, and has been assigned an error of 0.42% to ac

count for uncertainties in the positions of events. 

In the determination of the incident pion flux, the following 

sources of systematic error.were considered: 

(i) Beam-track scanning and counting efficiency. This error has been 

determined from a comparison of the beam-track counts in two complete 

scans, and the uncertainty is determined to be 0.05%. 

(ii) Muon contamination at the bubble chamber (1.0 ± 0.6)%. (6) 

(iii) Beam attenuation in passing through the bubble chamber. This 

results in a reduction in the available beam path length of 

(1.82 ± 0.02)%. 

(iv) Fiducial length. This has been discussed earlier and results in 

an error of 0.42%. 

(v) There is an additional 0.16% statistical error on the number of 

beam particles. The total pion beam path length in the sample of film 

used for the cross section determination after all corrections have been 

applied is (20.742 ± 0.156) x 106 ern. (This does not correspond to the 

sample used for the determination of the shape of the multiplicity dis

tribution. ) 

In order to determine the total cross section, two additional 

sources of error were considered: 

(vi) Contamination in the liquid hydrogen. Measurements indicate that the 

deuterium contamination in the hydrogen is less than 1 part in 104 , so 
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this error is negligible. (7) 

(vii) Hydrogen density. There is an uncertainty of 0.16% in the den

sity of the liquid hydrogen. The density has been determined through a 

study of the thermodynamic operating conditions of the chamber. (8) The 

result obtained is p = 0.0621 ± 0.0001 gm/cm 3 • We have also measured 

the ranges of muons in the liquid hydrogen. A total of 362 muons from 

+ 
n decays were measured, but 31 were rejected as decays in flight. The 

331 measured muons from n + decays at rest yielded an average arc length 

in space of 1.056 ± 0.004 em. These independent measurements may be 

combined to yield a new measurement of the constant relating range to 

density in liquid hydrogen t k = Rp. We obtain the value 

k = 0.06558 ± 0.00027gm/cm2 . 

- III. ELASTIC SCATTERING AND TOTAL CROSS SECTION 

Elastic events, which constitute about 2/3 of the two-prong samplet 

were identified through the use of the only two effective kinematic con

straints at this incident momentum: the coplanarity angle and the nec

essary correlation between the momentum and the polar angle with respect 

to the beam of the recoil proton. Two-prong events were completely 

measured at the various laboratories and processed by the standard re

construction programs TVGP or HGEOM. In those cases where the recoil 

proton stopped in the visible region of the hydrogen, its momentum was 

determined from range. Otherwise a three-dimensional helix fit was per

formed, including the effects of energy loss. The procedure outlined 

below for the separation of elastic and inelastic two-prongs is that used 

at one laboratory. Somewhat different procedures were used elsewhere, 

--eb _ 
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but the results on both the shape and magnitude of the elastic differen-
I 

tial cross section were entirely consistent at all laboratories. 

Since the sagitta of a 360 GeV/c particle across (on the average) 

half the chamber is only 1.36 x 10-3cm . in space or 0.6 ~m on film, 

which is less than the point setting error, no meaningful measure

ment of the momentum of either the beam or the fast forward particle may 

be obtained in the bubble chamber. In order to determine the angles of 

these two tracks to the highest possible precision, straight-line tra

jectories in space were fitted to these tracks by HGEOM. Thus with the 

magnitudes of two momenta missing there are effectively only two con

straints (although the beam momentum may be fixed at the nominal value). 

We chose as the variables most sensitive to elastic scattering (i) the 

cosine of the coplanarity angle, defined as: 

"* "* "* n. (n x p).1n out 
case 1cop 

"* "*where n and TI refer to the 3-momenta of the beam and scattered
in out 

pions respectively, and "*p refers to the 3-momentum of the recoil proton, 

and (ii) the difference between the measured polar angle with respect to 

the beam of the recoil proton, and its value as predicted from the 

measured recoil proton momentum. A recoil proton with measured labora

tory momentum of P (frequently determined from range), has a predicted
R 

polar angle of case d pre 

proton energy, ~ its mass, P the beam momentum and E the beam energy.
B B 

This test is illustrated in Figure 1, which shows the cosine of the 
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- measured polar angle of the recoil protop versus its momentum for a 

sample of two-prong events. The smooth curve shows the expected corre

lation for elastic scattering assuming no measurement errors. The 

signal for elastic scattering is obvious. This test has the clear 

advantage of being independent of the poorly measured fast forward pion. 

We select as elastic events all those two-prongs with 

Icos ell < 0.015 and cos e within 3 standard deviations of the cop meas 

predicted value. (9) From a study of the distributions in these angles, 

we estimate that this results in selecting 95% of all true elastic 

events and also includes a 5% contamination of inelastic events. Cor

rections for these effects have been included in the quoted cross sections. 

The elastic differential cross section is shown in Figure 2. We 

bt 

-
have fitted the distribution to the form da/dt = A e in the range 

0.07 < It I < 0.34 (GeV!c)2, and obtained the values A = 31.84 ± 0.68 

2 -2 ,y2
mb./(GeV/c) and b = (8.82 ± 0.30) (GeV/c) ,with a ~ of 13.4 for 18 

degrees of freedom. This slope is not sensitive to the low-t cut off, 

provided that cut off is kept larger than 0.06 (GeV/c)2, below which 

losses of elastic events become important. For example, if we fit the 

elastic distribution in the range 0.03 < It I < 0.34 (Gev/c)2 we obtain a slope 

of 8.4 ± 0.2 (Gev/c)-2, which is about one standard deviation lower than the 

above value. After applying corrections of (22.6 ± 0.9)% to the 

elastics and (7.6 ± 0.4)% to the two-prong inelastics to account for 

systematic scanning losses at low t~lO)we find total and elastic cross 

sections of 25.25 ± 0.35 mb. and 3.61 ± 0.11 ~b., respectively. The 

elastic differential cross section, extrapolated to t = 0 with constant 
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slope b, (A above) is in reasonable agre~ment with the optical point as 

calculated from our measured total cross section, which is 

2
(32.60 ± 0.45) mb. /(GeV/c). The optical point as calculated from 

the total cross section has not been used in the fit to the elastic 

differential cross section, and the excellent agreement represents an 

independent check of the normalization. 

We	 have also fitted the differential elastic cross section to a 
2btfunction of the form do/dt = A e + ct and found no evidence of 

a value of c different from zero. Nor is there any evidence of a 

break in the t-distribution. The value of b reported here may be com

pared with the elastic slope for ~-p as measured at 150 GeV/c, 8.29 ± 0.32 

(GeV/c)-2 (reference 2); at 200 GeV/c, 8.46 ± 0.10 (GeV/c)-2 (reference 11); 

-2
and at 205 GeV/c (9.0 ± 0.7)(GeV/c) (reference 1). There is 

some evidence for shrinkage of the elastic peak over this energy range. 

Figure 3 shows the total and elastic cross sections as measured in 

this experiment, and from previous experiments, plotted as functions of(12) 

We observe that the rise in the total cross section has been wellPlab'
 

established, and that the elastic cross section appears to track the total
 

cross section.
 

IV. MULTIPLICITY DISTRIBUTION 

Table I shows the topological cross sections. The raw charged-

particle multiplicity data obtained in the scan are given in the column 

marked "Events found." In order to obtain an unbiased multiplicity 

distribution, we have corrected these data for the following effects. 

-
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(i) Odd-prong events. 

There are a total of 75 odd-prong events. These may be due to an 

undetected low-t proton or to an unresolved secondary interaction close 

to the primary vertex. The latter effect would appear mostly for 

high-multiplicity events, and will be discussed under item (iv). The 

procedure adopted in this work is to assign all odd-prong events to 

the next higher number of even prongs, and then to correct this revised 

multiplicity distribution for the effect of close-in secondary inter

actions. Electromagnetically produced tridents have not been included 

in the three-prong events. 

(ii) Multiplicity dependence of the scan efficiency. 

As indicated earlier, the scan efficiencies for zero-prong events, 

two-prong events with recoils greater than 2 cm , and four-or-six-prong 

events and events with eight or more prongs are different, and appropr i 

ate corrections have been applied to the datq. We observe no 

evidence for any significant variation of scan efficiency with charge 

multiplicity above eight-prongs. 

(iii) Wrong prong count. 

As indicated earlier the probability of a scanner error in prong 

count is zero in the lowest charge multiplicities and rises monotonically 

to nearly 9% in the very highest multiplicities. This has been deter

mined from the third scan data on events in which the first two scans 

show disagreement in topology. Most of the errors are random in nature, 

and	 this correction has been applied systematically at each laboratory 

for each charge multiplicity. 
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(iv) Close-in secondaries, Va's and neu~ron stars. 

We have measured a total of 1357 VO decays, 2126 secondary inter

actions and III neutron stars in a sample of film. From a study of 

the spatial distance of secondary interactions and VO decays from the 

primary vertex, we observe that for two- and four-prong events there 

is no loss of observed secondaries or V's at small distances, while for 

six prongs there is a 2.4% loss at distances less than 4 cm., which 

rises to an 11% loss at distances less than 10 cm. for the highest 

charge multiplicities. The correction for missed close-in vees lowers 

the raw primary multiplicity by 2, while the correction for missed close-

in secondaries involves a distribution of errors. The observed second

ary interactions have a charge distribution heavily peaked at low 

multiplicities, i.e., 62% 2-prong secondaries, 20% 4-prongs. 9% 

6-prongs. 5% 8-prongs. and 4%) la-prongs. Thus the bulk of this 

correction also lowers the primary multiplicity by 2. Nevertheless. 

this correction is applied separately for each primary multiplicity 

according to its observed secondary multiplicity distribution. The 

correction for missed close-in neutron stars is negligible. 

(v) Dalitz pairs. 

A total of 126 clear Dalitz pairs was observed on the events in 

the fiducial region. We calculate the expected number of Dalitz pairs 

as follows: (1) assume the number of ~O's equals the number of ~+'s in 

+ + 
~ p interactions, (2) assume the number of ~ 's and K 's is equal to 

Nc<z- - 0.6). where N is the number of charged particles in the event. 
c 

This formula is derived as follows: If no neutrons were produced the 
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+ + 
average number of TI and K produced would be one less than half the number 

of charged particles. The average number of neutrons and antineutrons 

produced per inelastic collision has been measured in 300 GeV/c pp inter

act10ns be + 0 2 (13). to 0 8 • _ . . We therefore estimate the average number 

of neutrons produced per inelastic collision in 360 GeV/c TI p 

collisions to be about 0.4. and since each neutron produced implies 

+ + + Nc 
an additional n. the expected number of n + K is (2 - 0.6). Lastly. 

+ + we assume the number of K 's is 10% of the number of n 's. We 

calculate an expected total of 699 Dalitz pairs in this sample of film. 

and the charge multiplicity distribution has been so corrected. 

V. DISCUSSION AND CONCLUSIONS 

Table I shows the results of the study of the charge multiplicity 

distribution. The column labelled "Corrected Number" lists the charged-

particle multiplicitteE. corrected for all the ab6ve effects. The quoted 

errors include the statistical errors combined with the errors on each 

of the corrections. The cross sections quoted in Table I also include 

errors due to the uncertainties in the density of the liquid hydrogen 

and in the total beam path length. 

In Table II we list some of the moments of the charge multiplicity 

distribution for inelastic interactions only. Figure 4 shows the average 

charge multiplicity for inelastic n-p interactions as a function of 

incident momentum~14) As has been noted earlief15) the increase in <n> 

with energy is logarithmic. and we have fit the data to a function of 

2the form <n> = a + b log(s/s ) with s = 1 GeV . The best values for 
o 0 

+ 0.02 . h 2 f= -. 0 02 b =. 52t he parameters are a 1 15 ± • ,and 1 _ 0.03 ,w1t a X 0 
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2.54	 for 4 degrees of freedom. In Figure 5 we show a plot of
• 

<n> alai 1 versus n/<n> for our own data as well as the 50, 100, 147,n ne
 
(I q.)


and 205 GeV/c data, for all charge multiplicities. The points all 

lie on a universal curve, in excellent agreement with the predictions 

of KNO scaling~15)although there are some small inconsistencies in the 

4- and 6-prongs. These may be due to the persistence of diffractive 

effects in these multiplicities. Figure 6 

shows the energy dependence of the zero-prong cross section in TI p 

interactions~16) The data have been fit to an expression of the form 

-ex	 2 
a ~ Plab and we find ex 1.40 ± 0.15, with a X of 3.6 for 3 degrees 

2of freedom. Figure 7 shows the second moment, f = <n(n-l» - <n> ,
2 

as a function of s for TI-p interactions, and these data show a continuing 

2
increase with energy, although it appears that for s > 200 GeV the 

increase is no faster than logarithmic. 

In con~lusion, we have performed a detailed ~easurement of the 

total and elastic cross sections and the charge multiplicity distri 

bution for TI p interactions at 360 GeV/c, the highest momentum currently 

available. The total cross section continues its logarithmic rise with 

incident momentum above 100 GeV/c. From 150 GeV/c to 360 GeV/c, the 

elastic peak shrinks from a slope of 8.29 ± 0.32 to a slope of 

8.82 ± 0.30. The average charge multiplicity <n> continues its log

arithmic	 increase, and the second moment f 2 has apparently achieved 

2 
an energy dependence linear in tns, only in the region with s > 200 GeV . 

These data are in good agreement with the predictions of KNO scaling. 
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FIGURE CAPTIONS 

•
1.	 Cosine of the measured angle with respect to the beam of the proton 

recoil versus its momentum for a sample of measured two-prong 

events. The solid line indicates the expected correlation for 

elastic interactions. 

2.	 Differential cross section for elastic scattering. The solid line 

shows the result of the fit described in the text. 

3.	 Total and elastic cross sections as functions of P1ab. The exp1a

nations of the symbols may be found in reference 12. 

4.	 Average charge multiplicity for inelastic n p interactions as a 

function of s. The straight line represents a fit to the data 

described in the text. 

5.	 Plot of <n> ala. 1 as a function of n/<n>.
n	 lne 

6.	 The zero-prong cross section for n-p interactions as a function of 

Pinc. The straight line represents a fit to the data described in 

the text. 

2
7.	 Plot of the moment f = <n(n-1» - <n> as a function of s.

2 

TABLE CAPTIONS 

1.	 Topological cross sections for n-p interactions at 360 GeV/c. 

2.	 Moments of the charge multiplicity distribution for inelastic n p 

interactions at 360 GeV/c. 



TABLE I 

•Topological Cross Sections for n p Interactions at 360 GeV/c 

CHARGED 
PRONGS 

o 

EVENTS 
FOUND 

8 

CORRECTED 
NUMBER (a) 

10 ± 3.3 

2 3193 ALL 4253 ± 102 

ELASTIC 3003 ± 91 

INELASTIC 1250 ± 45 

4 2405 

6 2684 

8 3105 

10 2880 

12 2109 

14 1428 

16 874 

18 439 

20 204 

22 67 

24 36 

26 15 

28 4 

30 2 

TOTAL 19453 

(a) Corrections for odd-prongs, 
close-in Vees, secondaries and 

2647 ± 63 

2935 ± 69 

3271 ± 68 

2856 ± 65 

2128 ± 53 

1363 ± 42 

808 ± 33 

428 ± 24 

177 ± 16 

73 ± 10 

28 ± 6.6 

16 ± 4.7 

4 ± 2.0 

2 ± 1.4 

20999 ± 244 

scan efficiency, 
neutron stars, and 

CROSS SECTION (mb)(b) 

0.012 ± 0.004 

5.11 ± 0.12 

3.61 ± 0.11 

1.50 ± 0.05 

3.18 ± 0.08 

3.53 ± 0.08 

3.93 ± 0.08 

3.44 ± 0.08 

2.56 ± 0.06 

1. 64 ± 0.05 

0.972 ± 0.040 

0.515 ± 0.029 

0.213 ± 0.019 

0.088 ± 0.012 

0.034 ± 0.008 

0.019 ± 0.006 

0.0048± 0.0024 

0.0024± 0.0017 

25.25 ± 0.35 

wrong-prong count, missed 
Dalitz pairs have been 

included. The quoted errors reflect both the statistical errors and the 
errors due to the corrections. 

(h) The quoted errors include additional uncertainties on the total beam 
~ path length and on the hydrogen density. 
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 TABLE II 

Momeots of the Ioelastic Charge 

<0> 

<0(0-1» 

2<0	 > 

2
f = <0(0-1» - <0>

2 

D = [<02> _ <0>2]!

<o>ID 

<02>1<0>2 

<03>1<0>3 

<04>1<0>4 

<05>1<0>5 

<06>1<0>6 

Multiplicity Distributioo 

8.73 ± 0.04 

86.02 ± 0.76 

94.75 ± 0.80 

9.83 ± 0.23 

4.31 ± 0.03 

2.026± 0.012 

1.244± 0.003 

1.80 ± 0.01 

2.94 ± 0.04 

5.27 ± 0.11 

10.29 ± 0.32 
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