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Abstract

We investigate the distribution of charge in events produced by
pp collisions at 102 and 400 GeV/c. The data are from exposures of
the FNAL 30-inch bubble chamber. A comparison of thé energy dependence
of the data with Monte-Carlo simulations of random charge distributions
provides support for the hypothesis of local compensation of charge.

Results on charge transfer are in qualitative agreement with pre-

~ dictions of an independent cluster emission model,
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I. Introduction

A detailed investigation of the charge structure of many-particle
events has been proposed as a source of useful information concerning
the underlying mechanism of particle production(]'ﬁ). In particular,
the behavior of the charge transfer, u, (defined for pp collisions as
one half the difference between the charge in the forward and backward
hemispheres of the center-of-mass system) has been examined to test

(1) (2,3)

fragmentation models and multiperipheral models of particle
production. A discussion of inclusive and semi-inclusive properties
of u will be given in the third section of this paper. In the remainder
of the introduction, and in Section 2, we will adopt the formalism of
Krzywicki and Weingarten to look for evidence of a suggested "local
compensation of charge in rapidity space" (LCC)(4'6’8).

The charge structure of an event with N charged particles in the

final state can be characterized by a zone graph:

Z{y} =

; 94 e(y'yi)'qbeame(y"ybeam)'qtanr'gete(y'-"'ta\r'get) (1)

ne~12
—

where q; is the charge of the particle i, e(y-yi) is the usual step function
given by 0 for negative arguments and 1 elsewhere, and 7 may be regarded

as a generalized charge transfer across the rapidity value y. (Zone

graphs are illustrated in Fig. 1.) Regions of y over which Z(y) remains
positive (negative) are called zones of positive (negative) polarity;

gaps of no charge transfer (Z=0) separate each successive pair of zones.

A distinction will be made between "end" zones containing either beam

or target particles ("compensating" charges) and "central" zones

containing only final-state particles.
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The LCC hypothesis, in one formulation, requires that for suffi-
ciently large values of the energy in the center-of-mass system (vs):
{1) The internal structure of zones, partially specified for example by
the mean zone length <AZ> and the mean number of charges per zone
<n,>, becomes independent of s. (2) Correlations between pairs of zones
decrease quickly with increasing separation in rapidity space. (3) The
mean number of zones, <N.>, grows with energy as 2ns (4). Although
these conditions are similar to the short range order (SRO) hypothesis,
a distinction exists in that a collection of events including diffractive
' production channels would not fulfill SRO but might, nonetheless, exhibit
local compensation of charge.

In Section II, to assess the degree of validity of the LCC hypo-
thesis, we will compare the charge structure of the measured events
with the charge structure of a set of fictitious events obtained by
randomly reassigning charges to the observed particle tracks. The
characteristics of this "randomized charge model" (RCM), which conserves
total charge but randomizes the charge distribution of the experimental
data, will be used whenever simple theoretical expressions for random
behavior are unavailable.

The data to be presented are from approximately 3000 measurements
of inelastic pp collisions at 102 GeV/c and from 2200 measurements of
collisions at 400 GeV/c. The events were observed in exposures of the
FNAL 30-inch bubble chamber to extracted proton beams of machine energy.
The experimental procedures at 102 GeV/c are described in previously

published work(7).

Similar analysis procedures were employed for the
data at 400 Ge¥/c. The major source of systematic error is the lack

of particle-identification information for particles having laboratory
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momenta in excess of 1.2 GeV/c., (This region of uncertainty corresponds

%
max

mass values for the Tongitudinal momentum of the final-state particle

to x = p;/p;ax > -0.5 for protons, where p; and p are the center of
and the incident momentum, respectively.) For a given measured momentum,
the value of a particle's rapidity is affected by the choice of mass
hypothesis; in particular, a pion mass assignment for high-momentum
protons causes, typically, an upward shift of ~0.7 in rapidity. The
cross section for pion production at large Ixﬂl is small compared to
that for proton production, and this fact permits us to assign, with

' great assurance, the proton mass to all positively charged tracks which
yield reconstructed values of X greater than 0.6. This procedure
diminishes somewhat the uncertainty in y due to proton/pion mass ambiguity
for y > 1.5. For |y| < 1.5 pion production greatly dominates proton

(9)

production and the bias is consequently small*”’.

1. Local Compensation of Charge and Zone Structure

Zone graphs for typical events at 102 GeV/c and 400 GeV/c are shown
in Fig. 1. Each of the events shown contains two end zones and two
central zones. The probability for observing an event containing a
total of NZ zones is shown in Fig. 2. The probability distribution at
400 GeV/c is clearly shifted toward higher values of Nz‘ In Table I
we 11st the means and dispersions of these distributions; we also provide
these quantities calculated using our model (RCM). The data at both
energies contain more zones per event than is found using the RCM.

The data also indicate a faster growth of the mean number of zones with
fncreasing incident momentum than is provided by the RCM; the ratio

of the mean number of zones for the two energie; N>a00/ N >102 8



1.24 + .01 in the data and 1.15 in the model. This rate of growth of
<Nz> is somewhat smaller than the increase observed in the mean charged
particle multiplicity (<nc> = 6.32 = 0.08 and 8.96 + 0.10 at 102 GeV/c
and 400 GeV/c respective]y(10)). Dividing the mean charged particle
multiplicity, increased by two units of charge (corresponding to the
beam and target “compensating" charges), by <NZ>. one obtains the mean

<n > + 2

~ number of charges per zone <n > = ; this quantity increases

<N_>
with s, indicating that the average iniernal structure of zones changes
somewhat between our two energies. It should be noted,however, that the
increase in <n,> is smaller than expected on the basis of the RCM
(see Table I).

We investigate further the internal structure of iones by examining

the probability distribution of zone lengths (Az) displayed in Fig. 3;
the relevant zone parameters are given in Tables I and II. As was the
case for <>, the mean length of zones in rapidity, <AZ>, also increases
with increasing s at a rate far smaller than expected on the basis of
the RCM model (see Table I). Thus it appears these zone parameters
reflect the presence of local compensation of charge. The data in Fig. 3
have been separated into end zones. and central zones. The fact that the
length distributions of these two types of zones are dissimilar may be
attributed almost totally to fhe inclusion of the beam and target
“rapidities in the definition of Z(y) given in Eq. (1). It is somewhat
surprising, however, that the average number of charges (<nz>) for the
end zones does not differ substantially from that found for the central

zones. This observation suggests a similar production mechanism for the

two types of zones.



Examining the behavior of the central zones, we find that there is
essentially no energy dependence observed for the average central-zone
length <Az>. The increase in <> between 102 and 400 GeV/c is only
(1 £ 1)%, while a growth of 7% would be expected on the basis of our
RCM model. Thus, it would appear to be justified to take A2 = 0.75
as the value over which charge is locally compensated in the central
region. Although the value of <Az> is remarkably stable, we note that
<n> changes by (10 * 2)%.

For completeness, we display in Table IIl the semi-inclusive zone
parameters at 102 and 400 GeV/c. We note that the stability observed
for the inclusive central values of <Ap> is not maintained in the
semi-inclusive channels,

Using the generalized charge transfer Z(y) let us now define a

(5)

zone correlation function:

Dlypovy) = <TWZly)> - <Zly<tly,)>  (2)

which(11), when evaluated for pp collisions at y1=y2=0, yields the

variance of the charge transfer across y=0:

<Z{0) Z{o)> - <Z(o)><Z(o)>

= <u®> - <yl = <> ' _ (3)

D(o,0)

Thus for Ay=y2-y]=0, D measures the fluctuations in the charge transferred
across y=y,=y,. For intermediate values of Ay (|Ay| < <Az>) D reflects
primarily the internal structure of individual zones; and for large

lay], (|ay] >> <Az?), D(y1,y2) may be thought of as a guage of long range

correlations between pairs of zones.



In Fig. 4 we plot D(y],yz), evaluated at y1=0, and -1.2, as a func-
tions of Ay; curves representing the results of the RCM model are given
for the same y values. The data have smaller values of D than provided
by the RCM curves; the discrepancy is more pronounced at the higher
energy. (This implies that the high-multiplicity events do not exhibit
the large fluctuations in charge transfer generated by the RCM.) The
values of D(o,0) are 0.90 + .04 and 1.12 + .05 at 102 and 400 GeV/c
respectively. The small magnitude and the energy dependence of D(o,o)f
which will be discussed later in terms of a cluster model, are cited
here as further evidence for the presence of an LCC mechanism. We also
note the rapid, nearly exponential fall of D(y1,y2) as a function of
dy. This exponential behavior again indicates a strong tendency for
charge transfer to occur only over small distances in rapidity space,
and can be characterized by a correlation length (L) (D(aAy) - e'Ay/L;
with L = 1.1-1.2). This characteristic length is somewhat greater than
the value of the average zone length <AZ> = 0.75. The exponential de-
crease of D for large Ay also implies a lack of significant long-range
correlations between zones.

It is probably useful to point out that the well known "leading
particle effect", which in LCC language is compensation of the charge
of incident particles near thé edges of rapidity space, cannot explain
" the main features of the discrepancy between the data and the RCM.

For example, fixing the rapidities of the extreme positive particles

- and, randomizing the charges only of the remaining particles reduces
the RCM values of D{(o0,0) by =~ 0.5.(]2) The new values, 1.08 and 1.74
at 102 and 400 GeV respectively, are still significantly above the data

and rise with energy more rapidly.



In the above analysis we have found that the zone parametrization
lyie]ds certain reqularities in the charge structure of multiparticle
final states which support the LCC hypothesis. When compared to the RCM
predictions, the very weak energy dependence of the mean zone length
<A,> and the rapid decrease of the zone correlation function D(y],yz)
with increasing rapidity difference Ay, are trends in the direction
required by LCC. However, we also find that the mean number of charges
per zone <n,> and the magnitude of the zone correlation function
p(o,0) = <u2> rise with increasing s. These energy variations can bé
| attributed, at least in part, to the growth of the single particle
densities in the FNAL energy range. Because the latter feature of the
data is ignored in the asymptotic forms of both simple multiperipheral
cluster models as well as the LCC hypotheses, we anticipate that simple

cluster models will also fail to provide a complete account of the ob-

served energy variations of charge distributions.

IIT1 Charge Transfers Across y=0

The independent neutral-cluster emission model is one of a large
class of models which satisfy the LCC hypothesis. In this section we
compare the data for charge transfer across y=0 with a cluster model of
this sort investigated by Quigg and Thomas(z). The model assumes multi-
peripheral production of neutral clusters which subsequently decay into
a fixed number of pions; the decay pions are dispersed over a finite
region of rapidity space. The authors prove the following results for

the functional dependences of charge-transfer parameters in their model:



<> = %-<N> (8a)
K o
<u__>-;{-(2,-r') (4b)
£ ,r
al e SP=En oK e ) (4c)
2 ,r L ,r

The notation is as follows: Y is the total range of rapidities; <N> is
the mean number of clusters; £ and r  are respectively the number of
negative particles emitted into the left, and right (backward and for-
ward) center-of-mass hemispheres; K is a constant which depends only on
the nature of the cluster decay. The value of <N> is assumed to grow
logarithmically with s (i.e., a constant cluster density, <N>/Y, is
assumed), consequently the value of > is expected to approach a
constant at high energies. (Note that <u2> contains an averaging over
a1l events, while the subscripted u-variables are averages over fixed
multiplicity.) The magnitude of <u2> has already been shown to differ
significantly from that expected for a random charge distribution; and
here we note that the energy dependence of <u2>, given in Fig. 5, does
not yet suggest an approach to a constant value(]3). Since, as we have
already mentioned, there is no evidence at the energies we are considering
for an s-independent rapidity plateau, which is assumed in the model of
Quigg and Thomas, a slow increase in <u2> is not surprising. (The single
particle invariant cross-sections at y=0, integrated over transverse
momenta, are 48.3 £ 2.5 mb and 64.6 + 3.2 mb at 102 and 400 GeV/c
respectively.)

Charge-transfer properties as a function of charged-prong multi-
plicity are given in Table IV and in Figs. 6 and 7. In obtaining these

data we have made use of the symmetry about y=0 expected for pp collisions.
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For examb}e. in the eight-pronged topology the value of <u2’]> has been
averaged with -<u1'2>. This folding procedure tends to reduce the system-
atic biases in the data due to proton/pion misidentification near y=0.

We have not corrected the symmetric entries in Table IV (e.q., <u]’]>)

for this known bias, and consequently the deviations from Uy o’ = 0

provide a measure of the systematic uncertainties in our measurements.
(The errors given in Table IV are statistical.)

In Figs. 6{a) and (b) we present the dependence of <u > on

- - 2
(2 - r ) and the dependence of <u2-’r_>-<u2_’r

straight Tines given'in Fig. 6 are expectations based on the independent
(1.2) The

A=,r-
..>2 on {2 + r’ ). The

emission (IEM) of single pions rather than pion clusters.

s-independent expressions in the IEM are: <u > = %-(2' - r ), and

/AN o
<u£_’r.2>-<u2_’r_>2 = %-(2" + r ); these simple forms are very close to
the RCM values with the "leading particle effect" removed.

The data in Fig. 6(a) lie below the IEM prediction, indicating the
presence of substantial clustering. The Tinear dependence predicted by
the cluster model (Eq. 4b) is consistent with the data, however, the

significant scatter in <u > at fixed {£ - r ) and fixed s cannot be

L7,r
understood on the basis of the simple model of Ref. (2).

In Fig. 6(b) we again note discrepancies between predictions of I1EM
and the data. In particu]ar,‘for n_ = 2~ + r- < 3 the data are above
- the curve, indicafing the presence of diffractive "spill-over" contribu-
tions near y=0(]). For n. > 3 the data are statistically poor, neverthe-
less they clearly lie below the IEM line, suggesting the presence of
clustering effects (Eq. 4c).

We investigate the energy dependence of Up- > in Fig. 7 where

the Tow energy MSU data(14) and the data at 102 and 400 GeV/c for r= 0



are plotted. The s-dependence is consistent with a 1/ans form (Eq. 4b)
and extrapolates reasonably to <u2_’r_> = 0 for all available data.

Although parameters relating to cluster properties can be extracted
from the data presented in this paper {(e.g., an average of 2-2.5 charged
particles per cluster), the precise values obtained for these parameters
are sensitive to model dependent corrections resuiting from the non-

asymptotic energies of FNAL.

IV Summary

We have phesented new results on the charge structure of final
states observed in pp coltisions at 102 and 400 GeV/c. We find signifi-
cant deviations from the assumption of a random charge distribution in
inelastic final states; this supports a production mechanism exhibiting
local compensation of charge (LCC) at high energies. Simple cluster
models, although correct in spirit, do not provide detailed agreement
with the data. It appears that this lack of agreement can in part be

attributed to the non-asymptotic nature of the Fermilab energy regime.
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TAB

Zone Structure Parameters

LE

I

102 GeV/c
DATA RCM
3.23 + .02 2.96
1.13 = .01 1.06
2.55 + .02 2.8
0.97 + .01 1.15
TABLE 11

DATA
4.00 + .03
.01
.03

1.51
2.75

i+

I+

1.00 + .01

Zone Structure for Central and End Zones

102 GeV/c
DATA
2.62 + .02
1.10 + .02
DATA
251 £ .02
0.75 + .01
0.73 ¢ .01

RCM
2.94
1.38

RCM

2.57
0.78
0.78

DATA
2.71
1.24

i+

.03

I+

.02

DATA
.03

I+

2.77
0.76 + .01

0.80 = .01

I+

400 GeV/c
RCM
3.40
1.39
3.24
1.29

400 GeV/c
RCM
3.43
1.73

RCM

2.93
0.84
0.91
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-.02

+

.24

H

.62
.09
1.15
.36
1.3
.87

I+

I+

-+

I+

4+

.18
2.3
1.0

.39

I+

I+

I+

T4

1.5
0.8
0.3

I+

I+

I+

0.1

I+

102

->
.02
.02
.04
.04
.08
.05
.2
J1
.09
.3
3
14

TABLE IV

Charge Transfer Averages

GeV/c
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I+

23

i+

I+

I+

I+

i+

-+

1+

H+

i+

I+

1+

L=,r
.02
.02
.04
.04
.10
.06

.10
.35

<u

L7,r"
.03

-.01
.26
.49
.07
.92
.23

.44

.03

.12

.65

-.14

74

-.12

.23
.00

E 5

.

.

+

.

s

-+

+

-+

W+

i+

I+

153

[

I+

4

-+

I+

I+

I+

I+

>

.23
.20

.36

400 GeV/c

<\

2

_ >=<y >
2=,r L7,

.09 +
31 ¢
53+
Y
91
.82

I+

4

1.1
.90

f4

1.10
1.3

I+

I+

1.14

1.04

1.3
.75

I+

+

i+

I+

1.3

I+

1.4

H

0.98
1.7

I+

I

1.0
1.6
2.4

I+

i+

-+

.02
.03
.05

.05

.09
.06

.2

.10
.16
.5

.22,
.14
.4
.20
.2
.3

.32

2
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Figure Captions

1. Zone graphs for two typical events; (a) An 8 prong at 102 GeV/c,
(b) A 10 prong at 400 GeV/c. The graph is drawn with positive
charges as upward-pointing arrows (+) and negative charges as
downward-pointing arrows (+). The end zones, which contain the
beam, (yb), and target, (yt), rapidities entering as negative

(+) charges, are shaded.
2. Probability distributions for the number of zones per event.
3. Distributions in zone lengths.

4, The correlation function D(y],yz) evaluated at y]=0, and y1=—1.2,
as a function of Ay. The curves are the results of randomizing
the charge distributions in each event (RCM model described in the

text).
5. Energy dependence of <u2>.

6. fa) The mean of the charge transfer for fixed £ and r  as a
function of the difference (2 - r ). (b) The variance of the
charge transfer for fixed £~ and r as a function of the sum
(2 + r7). Expectations for models with independent emission of single
pions (Refs.1,2) are given as dashed Tines.
7. Energy dependence of the mean charge transfer for fixed £ where
r =0. The (m1s)'1 dependence expected in the cluster model are shown

as straight lines passing through the origin.
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