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Abstract

Scale-noninvariance is observed in 150 and 56 GeV ﬁuon scattering from
an fren target, In the range l<q2<40 (GeV/c)z, wily rises with q2 at fixed
w' 26 and f3lls at w' ¥ 6. The scale-breaking 1s statistically and systematie
cally significant, and persists with alternate choices of scaling variabla. It
can be parameterized roughly by a constant b = azln(vwzJ/aln(u'}aIn(qz) with a

value near 0.09
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Ind{cations of scale-noninvariance Tn inelastic muon scattering from 2n
fron target have bezn reburtcd,(1) most recently in ratios(z) of cropss-sections
in beams of 150 and 56 GeV. This letter compares these cross-sections with
lower-cnergy electron-scattering va]ues.(3) Within fixed bands of w, varia-
tions of uwz(q) are avaluated over the full q2 range of the data. Thercby,
With accurate Monte Carlo simulation of the experiment, a scaling test more
precise than in Ref. 1 is possible.

The muon spectrometer was described earlier.(T} Twe fully indepandent
but convergent data analyses were accomplishad; for brevity ¢ne is presented
here. Events were identified, fit..and cut as ragently reportedfz), catent
that event selecticn to equate the 150 and 56 GeV besm radius distributions
was nob required. DCata collected with two spectrometer configurations at each
beam energy first vere tested for internal consistency by cormparing ratios of
data to Monte Carle rates in common bins smaller than the experimental resolu-
tion, Similar comparisons then tested the consistency of data at the two
energies. In all cases the confidence levels established good consistency,
permitting the mercer of the four samples.

The Monte Larlo simulation generated events using a parameter{zatien
of wMa(w') from eluctren scatiering datal®), with R = .18, The iron target
nucleus was modeled as a collection of nucleons in Fermi motion(B}, Radia-
tive corrections used & peaking approximation differing from the wore exact
correction(?) by less than 3%, The correcticn for coherent wide-angle
bremsstrahlung ros: from less than 3% for w < 20 to 153 at w near 50(8}. The
simulated muons suffered Coulomb scattering, energy loss, straggling from
w-g scatiering and bremmstrahlung {n the iran, and mismeasuremant by the spark

chambers. Further analysis treated real and simulated data identically.
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A number of tests establish the accuracy of the simulation. Shapes of
real and simutated distributions in azimuth and radius'of tracks ncar fiducial
boundaries agree well., The simulation accounts fer tails in distributions of
xz and reconstructed energy through 2.5 decades in population. Alse, it ace
curately models differences between momentum reconstruction algorithms which
use different points on the muon trajectories. We believe that inaccuracies
in simulating the acceptance and resolution contribute negligibly to the over-
all error.

Ratios of observéd to simulated events are shown in Fig. 1 {a)-{h} vs.
q2 for 8 overlapping bands of wl®), Results of straight-line fits to these
data points, along with the widths of the w bands, are given in Table 1. The
points show a rising trend with q2 at high w, and 2 falling trend at low w.
Fitting a2 power-law qa-dependence in each o band yields an overall xz of 45.6
for 51 degrees of frecdom, Scale-invariance in «* requires cach set of
points to exhibit no q2-dependence. This hypothesis raises the xz by 36.6
Wwith the addition of 8 degrees of freedom. Statistically, such a fluctuatien
has a probability smaller than 2 x 10-5, These § fitted slopes
a]nvwz(w‘,qz}/a1nq2 are piotted vs, w 1n Fig. 2(a). In the range of these
data, the scale-brezaking may be parameterized by a quantity b = azln(vwz)/
a]n(u')a1n(q2). If independent of both qz and w, b has the magnitu&e
0.099 £ 0.018,

The stab{lity of the scale-noninvariance {s reinforced by conver-
gence with the other fndependent analysfs of the data, which yields b = 0,376,
Sub-samples of data from irdividual spectrometer configurations or beam
cnergies give values of & consistent with the overall result but not with

zero, Agrecment is excellent with the value of b recently obtained{le)
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using a different analysis philoescphy.

Since ) {per nuciecn in iron) varies slowly over resolution widths
in the & range of Fig. 1{a)-(d}, it may be eguated to those plotted values
multiplied by 0.305(58) Figure 2(b) displays the structure functicn used in
the Monte Carlo, and Fig. 2{c) shows ratios of the gbserved Viy to that
function at q2 = B(GeV/c)z. The e]ectron-nuc?eus(j]) scattering resuTts(a'le)
are consistent with these values within the normalization uncertainties
(Fig. 2 caption),

Normalization and energy calibration of the data followed the 2rgce-
dures recantly discussed(z). and dominate the systematic errver in b (Fig.
2(a}). Uncertainties of 10% (7%) are ascrived to absolute (relative) normaliza-
tion of dxta at the two beam energies, The 1% uncertainties in scatte~cd
muen energy calibraticn at each beam energy are correlated to yield a 1% rela-
tive errer, The systematic error in b is¥ 0.032 with only this correl:tion,
rising to 10.041 with worst-case correlation of 160 GeV energy calibration
and normalization. That is, Q.Wdu]d lie near zero if, at 150 GeV, scattered
energies were raised by 2.6% and cross-sections simultaneously were reluced
by 18%. However, these shifts would only transform the form of the sciles
breaking into a relative depletion of event rate at 153 GeV. Moreover, the
xz which measures the overall smoothness and consistency of data at th: tvio
energies would rise by more than 40 1f these shifts were imposed. Comyining
results and reasonably correlating ail errors, b is 0.69 £ 0.04, exceeding
zerg with 98% confidence.

The scale-noninvariance 1s insensitive te the assumed form of
wig{u'}, because the data are analyzed within bands of w013 1F the tunte

Carlo instead uses a wHp{w') which brings the q?-averaged ratics in
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Fig, 1{a}=(h) near unity {Fig. 2(5)), b drops by 10%. Other choices of
vuz(g')(lz} oroduce similar perturbations, The qz-dependence of Wiy forw £ 6
is counled to the assumed Torm of its spproach to asymptotic behavior. Use of
w 25 2 scaling varizble increases the scale-noninvariance in this range

{Fig. 2{a}}, while use of {u * I.A/QZ) largely cancels it. Conversely, the
g2-dependonce of yip for o 2 5 is inconsistent with scaling in any variable
rot wildly diffevent from w, $7nce Wiy ig nearly independent of y in this
range. I wHp depends upoen o and 2lso upon 2 second variable wy defined by
two adjustable parameters(14), the data can be fit within systematic errors
(Fig. 2{a)). Igroring 21l data with q2 < & rajses the confidence level for
scaling in ' to 14%. Variation of R between = at q2 =1 and 0 at q2 =

5 (GeV/c)2 can account for only 1/4 of the scale-noninvarfance at w = 25.

The rising qz-dependence of wis at w = 6 might be attributed to exci-
tation of now hadronic degrees of freedom(15). with the opposite behavier for
o € 6 offset by a clajrvoyant choice of scaling variab1é. Field theories(is)
with encmalous dimensions or asymptotic freedom predict scale-noninvariance
at both Yow and high w of 2 character(17) similar to that cbserved here.

while adequately describing the scale-nonfnvariance, the Togarithmic
fits serve only to facilitate discussion of its stability. They neither pree
dict the behavior of data in extended ranges of q2 and w, nor ant}tipate the
results of more exact fits to the form of Wi which will be published else-

where‘ls). we axpress again our gratitude to all who have contributed %o

this experiment,
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This function is graphed in Fig. 2{b). Beyond u* = 7 we fixed

wiy = 0,305,

Results are insensitive to the parameters of this model, since the sﬁear-
ing in w is scale-invariant and small [12%) compared to the resolutien.
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Rev. Lett. 22, 421 (1969).

<w> and ¢{w)/w are the antilog of the mean, and the root varjance of &
distribution in an{w) of simulated events which Tie in the pertinent bin

of reconstructed w. The error in <us {s neg]{giﬁ]e.
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pefined in Ref. 9.
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Figure Captions

Figure 1. Ratio of cbserved te simulated event rate vs: q€ for 8 ranges of
w. Widths of these ranges and pararcters of the straight-Tine fits are de-

tailed in Table 1. FErrors are statistical.

Figure 2, {a) Fit slcpes in zn{qz) for the 8 w ranges. Errors are statis-
tical. Dashed lines cepict effects of (1) raising E' by 1% at 150 GeV,

(2% same at 56 Gov, (3) raising 150 GeV cress-sections by 7%. Assuming
scaling in w rather than o' in the Mente Carle yields the points indicated

by "X", VUsirg the form in Ref. 14 yields the diamond-shaped points.

{b) vwz{u.q2=3) per nucleon used in the Monte Carlo, with scaling in «' and

R » 0.18. The dashed Tine 5 the alternate forwm described in the text,

{c} Ratic of WM, at q2=3 to the form in {b). Errors on wupn data, from fits
detailed in Table 1, include encrgy calibration errors but not the normali-
zation error of +10%. Errors on SLAC-MIT ™D scattering data do not include
systematic uncertainties of 4-6% (Ref, 3). The e”Fe poinis use the same deu-
terfum data with A-dependences from Raf. 12, Thelr systematic errors relative

to deuterium are 73,

fo /Monfe Ccrio (tused on secling in w’)

0=z

Data #Monte Cerio (BEesed on scoling in w”}

nA —e ' + Anything
150 GeV and 56 GaV

i i 1 1 ]

L<w>25.9 '(0}}

1.2: l

Fewred? (1)
124

1
%
|

L)

1 2 5 10 20
q2{GeV/c)2

Figure 1



[
wi

02 L 1 b 1 ‘"r‘[ L ‘13//21 r I. L L
g — |
& i ' /::V !
£ 0l P - g ~ T . —
<) A "> .
&= I & % “% (o)
D: O ) TA/® 3
N L ZAAN X — Fit to b In {w/,)
T -0k T W/
5 -0 e !  5:0099 008
£ i s’ 39
g e X w0=6[ e y
'O“gr X x""b!) 1
< -
03 (&)
0.2 \,\uwz &, q ~3)per Fe nugleon 7]
ol used In Mont2 Carlo simulafion j
0 i e e s i i A
,J; aThls experlmem Mt Fe (c) E

—

L2 - 3 (fit) »——é}:%-'__[———l' —
- :_D‘}:J:— b

: : . T
A Jz(per nucleorﬂ/(1/‘«'«’&)0 (I/Vé.o(per nuclecn)

1.0 - I
- 5 o |=) ~ v
J -{c/-\’2 2.25<q2<375 -
091> SLAC-MiT: e-A nA ..;585(merpo*ot°d) [3<q? <16 _
' i 1l FEURNIR T I N S i TR SO I I
| 2 S 0 20 50
‘ w ,

. Figura 2.





