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In an exposure of the Argonne National Laboratory 12-foot 

hydrogen bubble chamber to a beam of 12. 4 GeV /c protons, we 

have measured the total and differential cross sections for the in-

elusive reactions p + p - y + X, 1T 
0 + X, K

0 + X and A + X, as 

well as estimates for the inclusive ri and r,
0 cross sections. We 

present the average number of rr 0
, K0 and A as a function of the 

associated charge multiplicity. We observe that the average 

charge multiplicity in pp collisions is the same whether or not 

a 1T 
0

, K 0 or A is also produced in the interaction. Invariant 

2 
.cross sections are presented as a function of PT and x, the 

Feynman scaling variable. 0 The 1T differential cross sections 

. . . dcr o 1 [ dcr + dcr - ] are consistent with the relation dP (rr ) = z dP (rr ) + dP (ir ) 

for all pion momenta P. The differential cross section for A 

production indicates a break in the distribution of / t - t . / = min 
2 

1. 4 (GeV /c) . The polarization of the A's is found to be cons is-

tent with zero for all values of x. 

I. INTRODUCTION 

0 0 -o 
This paper presents results of the inclusive y, 1T , K /K and A {in-

eluding those from r,
0 decays) production from 12. 4 GeV / c pp interactions, 

using the hydrogen-filled Argonne National Laboratory 12-foot bubble 

chamber. Since this film constitutes the first exposure of the large bubble 

chamber, pictures were accumulated starting with the initial tune-up in 
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October 1970, Over a period of eight months, 100, 000 pictures were ob-

tained of which 50, QOO were retained as usable four-view photographs. The 

rest had to be rejected for reason.s such as poor beam quality, too many 

tracks in the chamber, too much dirt in the chamber, one or more camera 

failures, etc. In this analysis., we present the data from 26, 300 pictures. . . . 

With an average of six beam tracks per picture, the present film sam-. ' . ' ' 

0 ple corresponds to ( 1. 21 ± 0. 06) events /µb for the K or A events. Due to a 

smaller fiducial volume, the y events correspond to a film sample of (1. 05 ± 

0. 05) events /µb. Since most results from the inclusive y and ,,. 0 production 

have. already been published, (1, 2 ) this paper will concentrate on the detailed 

descriptiol). of the experiment and o_n the inclusive A and K 0 /K0 production. 

II. EXPERIMENTAL ARRANGEMENT .• 
A. The Proton Beam 

9 About 10 protons /pulse were extracted from the Zero Gradient 

Synchrotron (ZGS). By use of two quadrupoles, set for maximum defocussing 

in both· the horizontal and vertical planes, as well as two collimators, the 

beam flux was reduced to an average of 6 protons/pulse. In order to spread 

the beam horizontally over 36 inches and vertically up to 4 inches at the cham-

ber beam window, three additional quadrupole magnets were employed. Two 

were located 345 feet upstream from the chamber and the third quadrupole was 

(3) 
about 195 feet from the chamber. 
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B. The 12-Foot Bubble Chamber 

This exposure constitutes the first hadron experiment performed with 

the 12-foot bubble chamber (cross-sectional view in Fig. 1). The total en-

closed volume of hydrogen is 26. 3 m 3 of which 15. 5 m 3 is visible by four 

cameras. The inside of the chamber is lined with aluminum panels covered 

with Scotchlite, allowing brightfield illumination. The side panels define an 

average chamber diameter of 376 cm. A total of 24 fiducials are mounted on 

the chamber circumference of which 16 were used for reconstruction pur-

poses. 

Two wires were stretched across the bottom of the chamber and parallel 

to the incoming beam. They were initially used to simulate beam tracks for 

tests of the optical system and the track reconstruction programs. It was de-

cided to leave the wires installed in the chamber during this experiment since 

they gave a convenient indication of a straight line projection onto film. As 

such, they were helpful for pointing neutral secondary events back to a pri-

mary vertex. The wires were also helpful in distinguishing beam tracks from 

off-beam tracks and for determining the direction of curvature of secondary 

tracks. 

The origin of the chamber coordinate system is located at the center 

of the plane defined by the four camera lenses. The z-axis points downward 

perpendicular to this plane and the x and y axes then form a right-handed sys-

tem, with the beam aimed along the x-axis. The entire volume with z > 50 cm 
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is in focus to all cameras. The nominal beam plane is at z = 132 cm. 

• The magnetic· field in the chamber is produced by a superconducting 

magnet, the first to be used with a large bubble chamber. For this experi-

ment, the nominal field at the center of the chamber was 15. 1 kG. During 

the summer of 1971, field maps at 10, 15 and 18 kG were obtained by use 

of flip coils and NMR proqes. Polynomial fits to these measurements yielded 

fits which agree with the maps to within 0. 1% over the entire fiducial volume. (
4

) 

III. DA TA REDUCTION 

A. Scanning Machines 

The film was scanned on three-view conventional tables equipped with 

12X magnification optics as well as machines which were built or modified 

specifically fol' 12-foot bubble chamber film. These latter tables were equip-

ped with optical systems with both high (72X) and low ( 12X) magnification as 

well as with film transport systems that would properly display and simultane-

ously move all four views of the 70 mm film. The high magnification turned 

out to he a very useful option for studying detailed regions in the chamber dur-

ing scanning. It should be noted that the demagnification of the beam plane 

from space onto film for any one camera varies between - 40 for the region 

just underneath the camera to - 110 for the region on the opposite side of·the 

chamber. 



6 

B. Scanning Rules 

• The scanning process consisted of searching for any neutral particle 

interaction, scatter, decay, or conversion. In order to categorize.the 

"neutral" events, they were separated into two groups; v 0 •s and neutron 

stars. The latter are interactions of secondary neutrons in the hydrogen, 

producing 3, 5, 7 or 9 charged particles, and will not be discussed here. 

When a v 0 event was found, the scanner tried to locate a beam inter-

action vertex from which it may have originated. Because of the optical dis-

tortions of the 12-foot bubble chamber cameras (the lenses have a 140° field 

of view), the pointing test had to be considerably relaxed and any primary ver-

tex that was found near the v 0 line of flight was considered a v 0 production 

vertex candidate. Both the primary and v 0 vertices were then digitized to 

an accuracy of" about 100 µ on film. The (x, y) coordinates so obtained 

allowed the operator of the computer-controlled measuring machine, POLLY 

III(S), to locate and to measure the event quickly. 

The number of beam tracks that passed through the entry to a fiducial 

volume was counted on every tenth frame. A beam track was defined as a 

track. that had little curvature and traveled "roughly parallel" to similar 

tracks entering through the beam window. This criterion was well enough 

defined to eliminate most off-beam tracks and to allow experienced scanners 

to agree on the beam count to within the quoted errors. 

For this experiment, a total of 19, 100 pictures were double-scanned 
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and 7, 200 were single-scanned in about eight months at Argonne National 

Labqratory (ANL) and Illinois Institute of Technology (IIT). The average 

scanning rate for both the ANL and UT scanning teams was about 30 frames/ 

hour with a maximum rate of 40-50 frames/hour with acceptable efficiency. 

The scanners digitized on the average about one vertex per scanned picture. 

· C. Measuring 

The selected events were measured on the ANL POLLY Ill measuring 

machine. <
5l Using the predigitized coordinate of each relevant vertex on the 

film, POLLY Ill measured the v 0 events at a rate of approximately 30 per 

hour with a 60% pass rate for the first measurement. In 26, 300 pictures, we 

found 11, 595 v 0 •s with 13, 141 possible primary vertices. 

'• 
D. Data Processing 

The measurements were processed through the Three-View Geometry 

Program TVGP and the Kinematics Fitting Program SQUAW. The TVGP 

experiment-dependent constants, setting error and angle error floors were 

determined from reconstructed fidicual maps and from stretch plots. The 

setting error for POLLY III measurements was found to be 5 µ on film. (4} 

To determine the proper angle floors, a sample of four-prong events was 

measured on POLLY III and reconstructed in TVGP. Using those events that 

fit the reaction pp - PP"+"-, the angle error floors were adjusted until the 

str<!1.ch plots were centered at zero with unit width, and a uniform four-con-

straint probability distribution was obtained. The angle error floors for 
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azimuth (cj>) and dip (>..) thus determined were 0. 09 and 0. 05 degrees, re spec-

tively. 

Primary and secondary vertices were required to have a ':l"ingle point 

reconstruction error of less than 50µ on the film. The RMS deviation on the 

film of all measured points from the reconstructed track was required to be 

less than 25 µ. Events not meeting these requirements were remeasured on 

POLLY III. 0 After four measurements on POLLY III, 84% of the V 1 s and 93% 

of the primary vertices had passed the criteria. 

The TVGP output was then processed by a program called NMERGE, 

which took the laboratory angles for each reconstructed "neutral" event at a 

secondary vertex and compared them, with a loose tolerance, to the laboratory 

angles of all possible two-point tracks joining each of the primary vertices 
.. 

with the secondary vertex. NMERGE did this. for all of the "neutral" events 

on the frame and assembled possible candidates into "complete" events for 

processing in SQUAW. 

for cases where a "neutral" event pointed to a primary vertex, the 

following fits were attempted by SQUAW: 

+ -yp -eep s s 
0 + -

K - 1T rr s 

A - prr 

( 1) 

(2) 

(3) 

where p stands for spectator proton. In cases where more than one "neutral" 
s 

event pointed to a primary vertex, SQUAW also attempted the following fits: 
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0 
1T - 'fY 

0 
T) yy 

0 
I: - AY 

The three-constraint probability distribution frotn a preliminary sam-

ple of unique y fits was found to be biased toward high probability. This was 

not true of the unique A, K~ fits. It was discovered that in reaction (1), the 

average fitted spectator proton momentum from SQUAW was inordinately 

large. Therefore, the errors on the spectator momentum were scaled rela-

tive to the momentum error of the converted '{, 

(Ap )T = (0. 05) AP s '{ 

(Ap )L = (0. 01) AP s '{ 

where T and L refer to transverse and longitudinal components relative to 

the direction o.£ the 'I laboratory momentum. It was found that these. estimates 

for the spectator momentum errors improved the three-constraint probability 

dis trlbution. 

E. Beam Momentum 

In order to transform variables into the proton-proton center of mass 

system, the momentum and angles of the beam track have to be known at 

each primary interaction vertex. However, the event measurements did not, 

in general, include any track at the primary vertex. Therefore, we measured 

the beam tracks of 1, 000 primary vertices with associated three-constraint 

0 f' V its. These measurements were made on POLLY III with the results 
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p(x = 0) = (12. 35 ± 0. 40) GeV /c 

0 0 
<j> (x = 0) = 354, 73 + (0. 0095 /cm)y 

0 
X. (x = 0) = -0. 025 

The proper values of (p,<j> ,X.) for a beam track at any vertex point (x, y) in the 

chamber were then obtained by extrapolating the parameters at x = 0 to the 

point (x, y) using the known energy loss of protons in hydrogen and the curva-

ture produced by the magnetic field. 

IV. EVENT SELECTION AND WEIGHT FACTORS 

Of the 9718 reconstructed v 0 •s, we obtained 5979 three-constraint (3C) 

fits corresponding to a total of 5199 unique and 381 ambiguous 3C v 0 •s. This 

amounts to an ambiguity of 6. 8%. The remaining 4138 "neutral" events with 

a 1C fit or no ~it at all are those not associated with a reconstructed primary 

interaction within the chosen fiducial volume. Most of these were produced 

upstream of the chamber, in the beam window, or in the chamber walls. 

A. Separation of the v 0 Events into -y's K 01 s and A's 
' s 

Row 1 of Table I indicates the types of ambiguities encountered between 

the A, K 0 and -y fits. The transverse momentum distribution of the negative 

track from the neutral events was used to assign ambiguous events to definite 

channels. An event fitting the A(K
0

) but also fitting y was assigned to the y 

. e channel 1f PT < O. 01 GeV I c (0. 02 GeV I c ). An event fitting both the A and 

K
0 

hypotheses was assigned to the A channel if Pi ) (K0
) < O. 11 GeV / c. 
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To estimate the losses of A's or K 01 s into the y sample caused by these s 
' • 0 

assignments, we make use of the fact that the decay of a V in its own rest 

frame gives a probability distribution for PT of 

* 0 ~ p ~ p 
T 

where N(PT) is the fraction of the total number of events expected between PT 

* 0 t,:: and PT + dP T' and P is the particle momentum from the V decay (P = 

O. 1004 GeV/c for A and 0. 206 GeV/c for K0
) in the v 0 rest frame. By inte-s 

grating the above expression from 0. 0 to O. 01, we find that 0. 5% of all A's 

shou,ld lie in the region which was assigned to y 1s. In Fig. 2(a) we show the 

rr 
PT dis.tr-ibution for all ~C A fits inside the fiducial volume. Note that from 

rr 
this event sample, we expect two events in the region of O. 0 ~PT ~ 0. 01, 

co:i;npared to tlie one event actually found. Similarly, we integrate from 0. 0 

' 0 
to O. 02 for K 's and find that 0. 5% should fall in this region. From Fig. 2(b) s 

we estimate that we should have one event instead of zero observed. For the 

A/K0 ambiguity, we integrate from 0. 0 to O. 11 for the K0 distribution. This 

yields. that 15. 5% (i.e. 38 events) of all selected K01 s should be in this inter-

val; instead we find 30. Thus, in all three cases, we have agreement between 

the number of events expected and those found. 

The transverse momentum distribution of the e from the '{ conversion 

is sharply peaked at zero with only 27 events having P~ > 0. 02 GeV /c. Of 

these, five are unique'{ events and the rest are assigned to the A or K0 sam-

ples according to.the PT cuts described above. The numbers of selected 
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events are tabulated in Table I(a). 

B. Fiducial Volume and Minimum Length Cut 

In order to guarantee that all beam tracks had entered the· chamber 

through the beam window, the z and y coordinates of the primary vertex were 

required to be within 123. 5 cm~ z ~ 137. 5 cm, -110. 0 cm ,;; y,;; 90. 0 cm. 

For the x coordinate, we chose -136. 0,;; x,;; 132. 0 cm for the primary ver-

tices associated with the A and K 0 events and -132. 0 ~ x ,;; 94. 0 cm for those 

associated with the 'I events. This tighter x-cut for the 'I events was neces-

sary in order to ensure sufficient conversion length for the y's and thereby 

avoid large weight factors. (3) 

The fiducial volume for the secondary interaction (V01 s) was kept the 

same for both event samples. It was chosen as a cylinder situated at the 
'• 

center of the chamber with radius R = 170. 0 cm and with 80. 0 cm ~ z ~ 

190. 0 cm. Note that the bottom of this cylinder is on the average 30 cm from 

the bottom of the chamber. 

In order to check for a possible loss of v 0 •s close to the primary ver-

tex, .. we plot in Figs. 3(a) and 3(b) the number of A's or K 01 s versus the decay 
s 

length L. From these graphs, it is evident that losses occur for A's of decay 

0 length less than 4 cm and for K 's of length less than 3 cm. These values 
s 

were chosen as the minimum length cut, L .. mrn 

To correct for these L . cuts, as well as for decays outside the fidu-
m1n 

0 cial volume, each /\. or K was given the standard weight s 
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-L . /L 
[ min o w 1 =1.0/e 

-L /L 
_ e pot o] (4) 

whete L is the potential path along the line of flight of a neutral particle pot 

(A or K~) from the production vertex to the boundary of the fidu~ial. volume, 

L = E_ cT with p, m and T being the measured momentum, the mass, and the o m 

lifetime of the v 0
, respectively. 

For the y sample, :r.; in Eq. (4) is the mean conversion length at a given 
0 

laboratory momentum and is calculated from the pair production cross section 

given by Knasel. (6 ) Event losses are clearly visible up to an observed con-

version length of 10 cm as shown in Fig. 3(c). To study this loss, we have 

plotted in Fig. 3(d) the weighted number of y events as a function. of the mini-

mum conversion length accepted (L . ). A loss of events is evident for the min 

lower edge at< 12 cm, the value chosen for L . . The number of events re-mm 

maining after the fiducial volume and L . cuts are listed in Table I(b). min 

C. Scanning Efficiency Correction Factor and Cross Section Normalization 

Of the 14 rolls (26, 300 frames) analyzed in this experiment, ten rolls 

(19, 100 frames) were double-scanned. For the A and K 0 events, the single s 

scanning efficiency is (93 ± 2)%, whereas the double-scanning efficiency is 

(99 ± 1)%. For the y's, the data were divided into six equal bins of the cen-

* ter of mass production angle, cos e ' and the scanning efficiency computed 

for each bin. The results are shown in Table II. The scanning efficiency cor-

rection factor, W 2 , for all events is then calculated for the single and double-

scanned events as appropriate. 
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The cross section normalization was determined from a beam track 

coun,t in every tenth.frame. We find for the y events a value of (1. 05 ± O. 05) 

0 events /µb, whereas for the A and K events, because of the larger fiducial 
s . 

volume, this number is (1. 21 ± 0. 06) events/µb. The corresponding factor, 

W 
3

, is the inverse of these values (Table I(b)). 

D. Center of Mass Symmetry Corrections 

In order to check for further event losses, we plotted in Fig. 4(a) the 

production angle of the A's in the pp center of mass. It is evident from this 

plot that the departure from the expected forward-backward symmetry sug-

* gests event losses for cos e > 0. 85, i.e. very forward events. The ratio 

of weighted events in the forward hemisphere to those in the backward hemi-

sphere is equal to 0. 78 ± 0. 08, which indicates, assuming that all backward 
.• 

events are seen, that 22% of the forward hemisphere events are lost (58 un-

weighted events). To check whether these losses might be due to A+ pinter-

actions, we weight each event by the inverse of the interaction probability us-

ing er (Ap) = 35 mb (7 ) and find that this accounts for only 4% of the 22% loss. (8 ) 

To correct our cross sections for the forward A losses, we have scaled the 

* three forward-most bins in cos e (Fig. 4(a)) by the backward to forward 

ratio for each bin separately. 

Turning now to the K 0 events, we note that after the fiducial volume and s 

length cuts, we are left with 211 events (Table I(b)). Their backward to for-

ward ratio is O. 69 ± 0. 10, which indicates a loss of 31% of the events in the 
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backward CM hemisphere (22 unweighted events). From the weighted histo-

* grai;n of PL shown in Fig. 4(b), we clearly see the loss of events in the back-

* ward hemisphere ior P < -0. 5 GeV /c. We do not have any clear .explana-
. L 

tion for these losses. One can argue, however, that these are low Flab' high 

PT events produced at large angles (> 45 °) with respect to the beam direction 

in the laboratory, and thus would be susceptible to a severe scanning loss. 

* In order to correct for these losses, we remove the 7 events with PL< -0. 5 

* GeV I c and weight those with PL > 0. 5 GeV / c by a factor of 2. 

For the -y's, we are left with 3752 events after fiducial volume and length 

cuts. To check for forward-backward symmetry, we display in Fig. 4(c) a 

* Peyrou plot of PT versus PL in the overall center of mass system. The cur-

ves in the backward hemisphere represent constant laboratory momenta of 

25, 50, 90 and.150 MeV/c. The plot clearly indicates a loss of events for 

low l.aboratory momenta. To determine the extent of these losses, we have 

deleted events with less than a particular Flab' as well as those that lie under 

the reflected curve in the forward hemisphere. For the remaining events, we 

then pl:ot in Fig. 5 the backward to forward ratio using weighted events as a 

function of the P b cut for all events and separately for three intervals in 
la 

I cos e *I· It is clear that there are losses for P{ab < 90. 0 MeV I c except 

* * for -0. 33 < cos e .;: O. 0. In region -1. 0 < cos e .;: -0. 67, there is an addi-

tional loss of about 4% of the total y cross section that is not a function of Flab' 

Since the correction for unreconstructed events is large (see section below), 

to avoid the possibility of double wei;ghting we have not applied an' additional 
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correction in this kinematic region. Thus, we remove all events with P{ab < 
* 90. 0, MeV /c and PL·< O. 0. Events in the forward hemisphere under the 

reflected curve are then weighted by a factor of 2. Note that the 90 MeV /c 

curve extends slightly into the forward hemisphere and events observed in 

this region are also weighted by 2. There may remain a loss of very low 

momentum y's in this region. This loss is estimated from phase space con-

siderations to be small and is therefore neglected. The final numbers of 

events after all these cuts are listed in Table I(b). The corresponding center 

of mass system symmetry correction is called W 4 • 

E. Unreconstructed Event Correction Factor 

Another large correction factor is contributed by the unreconstructed 

events. In order to determine this factor, physicists examined unreconstructed 

'• 
events found on 4 out of the 14 rolls employed. The study involved about 1000 

v 0 candidates. By insisting that these v0 •s be (1) associated with a primary 

0 vertex, (2) within the fiducial volume and (3) definitely looked like y, K or 

0 . A, approximately 600 events were retained as good V candidates. After 

careful examination, these 600 events were taken as a representative sample 

of all scanned events and the correction factors obtained from these v 0 •s 

were applied to the total sample. Since there was no obvious reason why 

these v 0 •s differ from the well-reconstructed events, we assumed that the 

fraction pointing back to a primary vertex is the same for both samples. 

From these ratios, one then obtains the overall correction factor (W 5) for 
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event losses due to unreconstructed eve.nts: (1. 33 ± 0. 09) and (1. 62 ± 0. 16) 

0 . 
for the 11. and K samples, respectively. Because of the larger statistics in 

s 

the 'I sample, this correction factor was calculated independently for each 

topology. Within errors, they are equal to the average of 1. 27 ± 0. 13. More 

detailed discussion of these corrections can be found in Ref. 3. 

2 . 
F. The X Probability Cut and Correction Factor 

2 0 The x probability distributions for the 11., K and 'I events are shown 
s 

2 
in Fig. 6. In all distributions, there is an excess of events with P(X ) < 1%. 

No correlation was found between these low probability events and other vari-

ables such as decay or conversion lengths, Flab' and the azimuthal production 

angle in the laboratory frame, etc. Therefore, we include all events for cross 

section purposes. However, for detailed analysis in terms of any kinematic 

variable, we e~cluded from our samples all events with P(X 
2

) < 1% and nor-

malized all, distributions to the total eras s sections. This correction factor 

(W 
6

) equals 1. 12, 1. 08 and 1. 07 for the 11., K~ and 'I events, respectively. 

In the previous sections, we have described six correction factors em-

ployed in this experiment. Their product gives then the total weight factor 

for each event. 

V. MASS OF K0 AND 11. AND CROSS SECTIONS 

0 
A. Mass of K and 11. 

As described in the previous chapter, the final selected number of 
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K 01 s (i\'s) events is 204 (411). To check the magnetic field map a.swell as s 

the accuracy of the bubble chamber reconstruction, we plotted gaussian ideo-

grams and histograms of the measured mass values. These graphs yielded 

0 2 
M(K ) = 497. 8 ± 0. 3 MeV/c 

with a half width at half maximum of 5 MeV I c 
2 

and 

2 
M(i\) = 1115. 6 ± 0. 1 GeV/c 

2 
with a half width at half maximum of 1. 5 MeV /c . Both values are in agree-

2 
ment with the world averages of 497. 70 ± 0. 13 MeV /c and 1115. 60 ± 0. 05 

2 . (9) MeV /c , respectively. 

B. Cross Sections from Multiple v 0 Events 

In order to obtain cross sections for rr 0
, 11 and L,

0 production, we formed 

the invariant yy, i\ y and i\K0 mass dis,tributions for double v 0 
events (Table III) 

associated with the same pp interaction. As discussed in Ref. 2, the 111 events 

which fit rr 0 
- yy yield an inclusive rr 0 cross section 

0 
o- (p + p - rr + X) = (33. 1 ± 5. 6) mb . 

G"" Since no 11 signal is observed in the yy mass distribution of Fig. 7(a), an upper 

limit can· be set, 

o- (p + p - 11 + X) .;: O. 5 mb (95% confidence level) 

4YY 
The i\y mass distribution (Fig. 7(b)) shows a small L,o enhancement above a 

background. Five of the events yielded a L:,o fit indicated in Fig. 7(b). By 

using these five fits, we obtain a cross section of 
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0 
er (p + p - ~ + X) = (103 ± 47) µb 

LAY 
a result which agrees with the value obtained by estimating a ~o signal above 

a small background. (iO) The insert in Fig. 7(b) shows the ~o mass region in 

more detail on an expanded scale. 

2 
The mass enhancement at M(Ay)"" 1. 575 GeV/c corresponds to a 3 

2 
standard deviation effect and has a full width at half maximum of - 50 MeV /c 

* Since the effective masses of M(Ay) from~ resonances of mass greater or 

2 * 0 . 0 equal to 1. 765 GeV /c , i.e. ~ - Arr with the rr - yy, reflect into this 

mass region, no further conclusion on this mass bump can be drawn at this 

time. The AK0 mass distribution (Fig. 7(c)) yields no substantial informa-s 
0 * tion on the AK decay mode of N states. 

In Table III(a) we listed the number of 1y, 2y, 3y and 4y events as a 

function of topology. Also indicated are the average weights per gamma in 

each channel. The number of multiple v 0 events are listed in Table III(b). 

The total weight for each of these events is the product of the individual 

weights. The averages of these products in each channel are also listed. 

C. Total and Topological Cross Sections 

In Table IV, we list the number of raw events as a function of topology 

together with the corresponding cross sections. 0 For the A and K events, 

we have corrected for unseen decay modes. (9) The total inclusive cross 

sections are 
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<r (p + p - A + X) = ( 1. 07 ± 0. 11) mb 

"(J" (p + p 
0 -o 

- K /K + X) = (1. 37 ± O. 16) mb 

<r(p+p 'I+ X) = (63. 1 ± 5. 1) mb 

The most likely sources of y's other than from Tr 
0 decays are 11 and y,0 decays. 

From the inclusive 11 and y,0 cross sections quoted above, we see that they 

contribute'<:" 1 mb to the inclusive 'I cross section. Neglecting these, thereby 

0 
assuming that all y's originate from Tr decays, yields 

0 
<r (p + p - Tr + X) = (31. 6 ± 2. 6) mb 

Since this value agrees with the direct measurement quoted above from a 

small sample of Tr 
0 

- 'l'I events, we conclude that it is our best estimate for 

the inclusive Tr 
0 cross section and that Tr 

0 decay is the source of at least 98% 

of the photons we observe. The inclusive Tr 
0 cross section is plotted in Fig. 

(11-17) 
8 together with data at other momenta. The topological rr 0 cross sec-

tions are also presented in Table IV. 

VI. MULTIPLICITIES OF THE INCLUSIVE 
0 

rr ' K
0

, A EVENTS 

From the topological cross sections listed in Table IV, we calculate 

0 -o 0 
the average number of< A>, < K /K > and< rr >per inelastic pp collision 

0 0 
<V > = <r (V )/<r (pp) n n n 

where the inelastic topological pp cross sections at 12. 0 GeV I c are given by 

Ref. 11 and n is the number of charged particles produced. The results are 

in Table V and are plotted in Fig. 9, which also includes data from the 19. 0 
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GeV/c( 12) and 69. 0 GeV/c(l 3) pp experiments for the JI. and K0
• 

0 
The <rr > 

(13) (14) values are compared with data from the 69. 0 GeV / c and 102. 0 GeV / c 

experiments. In all three cases, the <V0 > becomes more positive as the 
n 

energy increases. 0 Furthermore, at a given energy, the < V > becomes 
n 

more positive as the mass of the v 0 decreases. 

0 
We have also plotted the average value < 1T > = 1. 06 ± 0. 09 together 

(11-18) 
with other data as a function of s, the total center of mass energy squared 

(Fig. 10). The straight line represents a fit of the form(i 9 ) 

0 
<rr > = -(1. 68 ± 0. 19) + (0. 87 ± O. 05) lns 

In order to present similarities between the charged multiplicities for 

all .;::,v-c1its an.d for t}1ose associated ·wiLl1 rr 
0

, K0 
a11d /'1. production, we have cai-

culated the quantities 
k :En IT 
n 

k 
IT total 

where k stands for rr 0
, K 0 and JI. associated events, and n is the number of 

charged particles at the primary vertex. For the total charge multiplicities, 

we use 
:En IT 

n 
<nch> = ------

IT pp(inelastic) 

The values so obtained are graphed in Fig. 11 as a function of s. (
2

0) It is 

quite apparent that all values are consistent with the same curve. Using all 

data points shown, we obtained the fit shown on the graph 

< nch> all= -(1. 69 ± 0. 08) + (1. 56 ± 0. 02) ln s 
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To demonstrate the nea.rly equal values 
0 

1T 
of <nch> and <nch> even further, 

we plotted the ratio of these two values as a function of s, shown in the insert 

of Fig. 11. It is clear that the ratio stays around 1. Similar results hold for 

0 both the K and fl. production data. Thus, over a wide range of s, we observe 

that the average charge multiplicity in pp interactions is the same whether 

0 or not 1T 's are produced, and even whether or not neutral strange mesons 

(K
0 

/K
0

) or baryons (fl./L,0
) are also created in the interaction. 

VII. DIFFERENTIAL CROSS SECTIONS 

In this chapter, the data will be discussed in terms of the variables 

PT (the tra.ns .. .rcrse momentl!!n) a.!!d x (the Feynma.n sc~line variable)~ defined 

* * * as x = PL /P max' where PL = longitudinal momentum in the overall CM and 

* (21) P = maximum CM momentum of the particle. The invariant cross max 

section is written as 

* E 

* 1T p 
max 

2 
d er 

dxdP~ 

If Feynman scaling exists, then it is expected that this function will become 

independent of s (= square of the overall CM energy). 

yields 
2 

d er 

. 2 Integration over PT 

Because of the limited statistics, we have folded the forward and back-

ward events with respect to x = 0 and added the distributions. In Fig. 12, we 
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present the dcr /d ! x [ as well as the F 1 (Ix I) distributions for the. A data. 

Sim~larly, the K0 values are plotted in Fig. 13. The difference in shape be-

tween the two graphs is evident. Whereas the K 01 s are mainly produced in 

the central region Ix I~ 0. 4, the A 1 s are produced up to ! x I = O. 8. 

2 
In Fig. 14(a) and (b), ·we present the dcr /dP T distributions for inclusive 

0 
A and K production, respectively. In both cases, the data agree with those 

from the 12. 0 GeV /c experiment. <11 l 

The rapidity distributions in the overall CM system are presented in 

0 Figs. 15 and 16 for K and A, respectively. The variable is defined as 

* 1 y = 2 ln 

with all* quantities referring to the overall CM system. In both graphs, the 

* distribution has been folded about y = 0 and added. The solid line represents 

. ( 12) 
the 19 GeV /c data. Rapidity distributions in the CM for the 'I events are 

plotted in Fig. 17 for all events and for individual charged topologies. 

Most of the inclusive 'I and rr 0 data from this experiment have already 

been published. (
1

, 
2

) To derive inclusive rr 0 differential cross sections, 

1T 0 'I (22) 
g(P ), from the inclusive 'I spectra, f(P ), we use the relation 

with 

rro 'I 'I g(P. ) = P. df/dP. 
l l l 

1 0 
P 1 - - [P".' - 2 l 

p 'I= P' 
i 

(5) 
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* For Pi we choose the longitudinal CM component PL or one of the transverse 

components P . In .order to carry out the differentiation required, the dif-
. y 

ferential cross sections f(P~'Y) = dcr /d I p~'Y I (Fig. 18(a)), has been fit to<23
> 

3 
__ d_cr_ = 2] 
d!P~'Y I i=1 

A. exp[-B. IPL*'YIJ 
1 1 

*1T a I *" o and we obtain g(P L ) = dcr /d PL I using Eq. (5). This curve is presented 

0 in Fig. 18(b) together with data points from our TI" - '\''\'fits. In a similar 

manner, the dcr /d IP'\' I distribution was fit to(24 ) 
y 

2 
_d_cr_ = lJ A. exp 
d!P..,,I i=1 1 

y 
0 0 

and we obtain g(PlT ) = d<r /dplT using Eq. (5). In order to obtain the trans-
y y 

0 (25) 
verse momentum distribution, h(P; ), we calculate 

0 0 

0 2 d co 0 
plT dPlT 

h(PlT ) = --- f g(PlT ) 1/2 T lT 0 0 y 2 2 
PT dPlT 0 (PlT o - p11" 0 ) T plT 

T y T 

with the result plotted in Fig. 19. 

We· observe that the data from the TI" 0 fits agree well with the trans-
- 0 

'~TT 0 ::!'1T 
formed'\' distributions for all values of I PL I and PT . Furthermore, these 

figures include data from the 12. 0 GeV Jc experiment(
26

) for the reactions 

± 0 p + p - TI" + X. In both graphs, it is evident that our TI" cross sections are 

+ -consistent with being equal to the average of the TI" a:id TI" spectra. Lipkin 

. (2 7) dcr o 1 [ do· + d<r - J 
and Peshkrn have shown that the relation dP (lT ) = 2 dP (TI" ) + dP(TI" ) 

should hold at all pion momenta in pp interactions assuming pure isospin zero 
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t-channel exchange. 

' In Fig. 20, we show our results for <PT> for inclusive'{, K0 and A 

production, as well as values found at other energies. In all th:·ee.cases, 

there appears to be no significant variation over the energy range indicated. 

It should be noted, however, that in the case of pp - 1T + X, an inclusive 

channel for which large statis'tics are available, there is a significant in-

crease withs in <PT> 
1T -

(28) 

VIIL ASSOCIATED CHARGED MULTIPLICITIES 

' A study of the charged multiplicity associated with the production of a 

o . I I 2 o . K or A as a :unction of the x and PT values of the K or A are shown in 

Fig. 21. Fig. 21 (a) indicates that the average multiplicity seems to be inde-

pendent of the.'transverse momentum for both K 0 and A production. Fig. 21(b) 

suggests that as a K 0 or A is produced nearer to Ix I = 1, the associated 

charged particle multiplicity becomes smaller. A similar effect has been 

obser...:ed in 19 GeV / c pp interactions. ( 12) 

Fig. 22(a) shows the missing mass squared recoiling off a K 0 or A in 

the reactions 

and 

p+p-A+X 

0 
p+p-K +X 

Fig. 22(b) shows the average associated charged particle multiplicity as a 

2 
function of (MM) . Except for the different thresholds associated with these 
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two reactions, we observe no significant differences in the shape of either 

2 . 
the (MM) or the average multiplicity distribution. 

IX. MOMENTUM TRANSFER DLSTR IBUTIONS AND POLARIZATION OF THE A 

A. Momentum Transfer Distributions 

The distribution of momentum transfer, It - t . I = t', between the A min 

and proton is plotted in Fig. 23. For the events in the forward CM hemi-

sphere, it was calculated between the A and the incident proton. For the 

backward hemisphere, this calculation was made between the A and the tar-

get proton. The data points were fitted with an exponential 

= Ae BI t' I 

with the result.: 

2 -2 
for.O.O<t'<1.4, A= (1.56±0.36)mb/(GeV/c), B= -(1.57±0.13)(GeV/c) 

2 , -2 
for 1.4<t'<3.75,A= (0.48±0.20)mb/(GeV/c) ,B= -(0.70±0.14)(GeV/c) . 

In case of the K 0 events, the data are presented in Fig. 24 together with 

an exponential fit with parameters: 

I I 2 -2 
forO.O< t' <2.5,A= (1.20±0.48)mb/(GeV/c) ,B= -(0.77±0.11)(GeV/c) . 

B. Polarization of the A 

1 
The polarization of the A's is distributed as W(cos (J) = z (1 + aP cos e) 

where P = polarization and a = 0. 64 7. (9 ) The angle (J is defined by cos (J = 

' ' n · p where 
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, 
n = normal to the production plane 

where PB and/,. are the momenta of the beam proton and the /\_ measured in 
, 

the laboratory frame and where p is the momentum of the proton from the /\_ 

decay in the /\_ rest frame. From the above relation, we then obtain 

3 
p = - <cos e > 

C1 

We obtain (for the average 'Over all events) a polarization of 

p = -(0. 19 ± o. 15) 

By plotting P as a function of j x j , we obtain the graph presented in Fig. 25. 

It is clear that it is consistent with zero polarization throughout the Ix I region. 

It should be noted, however, that the data include 0 
/1_ 1s from~ decays, a con-

tamination of at most 15%. Hence, zero /\_polarization in this experiment ap-

pears to hold true. 
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For K 0 
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Table.Ia 

Classification of 3C Fits 

Unique Fits Ambysuous Fits· · 
0 0 0 

A K 'I A 'I AK yK vK A 

309 246 4644 173 126 64 18 

309 - - - - -- - 45 123 -- 9 

--- 246 ---- --- 3 3 3 

--- --- 4644 128 --- 61 6 

Table lb 

Number of Events After Various Cuts 

Total 

5580 

486 

255 

4839 

After Fiducial After Forward- Correction for 
Event Volume and Backward Sym- Average Unreconstructe 
Type Length Cuts metrv Cuts Weighta uh/Event Events 

d 

A 411 411 1. 52 1. 0/(1. 21 ± 0. 06) 1. 33 ± 0. 09 

Ko 211 204 1. 67 .1.0/(1.21± 0.06} 1. 62 ± 0. 16 
s 

'I 3752 3587 14. 54 1. 0/(1. 05 ± 0. 05)1 1. 2 7 ± 0. 13 

aFor further details, see Section IV. 



cos 8 * 
-1. 0 - -0. 667 

-0. 667 - -0. 333 

-0. 333 - 0. 0 

o. 0 - +o. 333 

o. 333 - +o. 667 

o. 667 - 1. 0 

'• 
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Table II 

.scanning Efficiencies for y Events 

Scan 1 Scan 2 

o. 78 ± o. 11 o. 66 ± o. 11 

o. 86 ± o. 07 0. 78 ± 0. 07 

o. 82 ± 0. 07 o. 77 ± 0. 07 

o. 85 ± o. 07 0. 82 ± o. 07 

0. 88 ± 0. 05 o. 83 ± 0. 05 

o. 88 ± o. 04 0. 78 ± 0. 04 

)30th Scans 

o. 93 ± 0. 05 

o. 97 ± o. 02 

o. 96 ± 0. 02 

o. 97 ± o. 02 

0.98± 0.01 

0. 98 ± 0. 01 
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Table Illa 

Number of Multiple 'I Events a 

E+E-

Topology 1'{ + x 2" + x 3'{ + x 4'{ + x 

2 prongs 1040 (21. 15) 104 (18. 57) 10(16.68) --------
4 prongs 1266 (19. 41) 141 (19. 45) 7 (15. 07) 1 (13. 14) 

6 prongs 380 (19. 67) 37 (17.90) 3 (24. 85) --------
8 prongs 48 (18. 10) 6 (11. 61) -------- --------
10 prongs 1 ( 11. 55) -------- -------- --------
a 
Numbers in parentheses represent the average weight per gamma for the 
respective channel only. 

'• Table llib 

Number of Multiple v 0 Events 

Number of Events 
a 

p +p -

'i+A+X 79 (20. 09) 

0 
'{+K +X s 

24 (23. 38) 

A+A+X 1 ( 1. 40) 

0 
A+ K +X 19 ( 2. 00) s 

0 0 
K + K + X 4 ( 2. 43) s s 

a 
Numbers in parentheses repr.esent the average of 
the product of the two weights (W 1 · W 2). 



Table N 

Inclusive Total and Topological Cross Sections for p + p - (J\., K
0

, y) +X 

J\. Events KO Events y Events 

Raw No. ,,. (pp-A +X) a Raw No. o -o a 
,,. (pp - K /K + X) Raw No. ,,. (pp - y + X) 

a · o a ,,. (pp -ir +X) 
Topology of Events mb of Events mb of Events mb mb 

2 237 o. 650 ± o. 092 101 o. 690 ± 0. 120 1349 25.0 ± 2. 2 12. 5 ± 1. 1 

4 148 o. 359 ± o. 053 87 0. 573 ± o. 103 1678 28.6 ± 2. 4 14. 3 ± 1. 2 

6 24 0. 056 ± o. 013 15 o. 103 ± o. 031 496 8. 5 ± o. 8 4.25 ± o. 4 

8 2 0. 004 ± o. 003 1 o. 005 ± o. 005 63 o. 94 ± 0. 16 0.47 ± 0. 08 

10 -- ------------ -- ------------ 1 0.01± 0.01 o. 005 ± 0. 00 5 

Total 411 1. 069 ± o. 107 204 1.371±0.161 3587 63. 1 ± 5. 1 31. 6 ± 2. 6 

a 
All errors include an 8% systematic uncertainty. 
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Table V 

Average Number of fl., K0
,. and 1T 

0 per Inelastic pp Collision 

No. of o: n (pp)a 
<A> <Ko /Ko> <iro> 

Prongs {mb) 

2 12. 1 ± o. 25 o. 05f ± 0. 007 o. 054 ± 0. 009 0. 98 ± o. 09 

4 13. 2 ± 0. 10 0. 027 ± 0. 005 0. 043 ± o. 009 1. 08 ± o. 09 

6 3.45 ± 0. 04 o. 016 ± o. 004 o, 030 ± 0. 009 1. 25 ± 0. 12 

8 0. 3 81 ± o. 013 o, 011 ± o. 008. 0. 013 ± o. 013 1. 23.± 0. 21 

10 0. 013 ± o. 002 ------------ ------·------ 0. 39± o. 39 

Total 29.75 ± o. 25 0. 036 ± o. 004 0. 046 ± o. 005 1. 06 ± 0. 09. 

a 
12. 0 GeV /c from Ref. 11. Data at 

'• 



Fig. 1 

Fig. 2 

Fig. 3 

Fig. 4 

Fig. S 
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FIGURE CAPTIONS 

Cross-sectional view of the 12-foot bubble chamber. 

(a) Transverse momentum distribution of the TI" from A decays 

[P~ )(A)] for 3-constraint fits inside the fiducial volume. Shaded 

events are those selected by the P(;-) cut. Cross-hatched events 

are unique fits. (b) Same as (a) for P(TI" ) (K0
). T s 

(a) Length distribution of the A events inside the fiducial volume. 

(b) Length distribution of the K 0 events inside the fiducial volume. 

(c) Length distribution of y events inside the fiducial volume. 

(d) Weighted length distribution of y events within a S cm bin. 

* (a) cos e of A's in the overall center of mass. Events are in-

sitje the fiducial volume and have a length L > 4. 0 cm. 

. * 0 (b) Histogram of PL for weighted Ks events. Events are inside 

fiducial volume and have a length L > 3. 0 cm, 

* (c) Peyrou (PT versus PL) plot of unweighted y events inside fidu-

cial volume and with length L > 12. 0 cm. The curves in the back-

ward hemisphere correspond to Py b = 25, SO, 90 and 150 MeV /c. 
La 

The corresponding reflected curve for 90 MeV / c is shown in the 

forward hemisphere. 

Backward to forward ratios of weighted y events as a function of 

In each case, events with momentum less than Py b as La 

well as those under the reflected curve in the forward hemisphere 



Fig. 6 

Fig. 7 

Fig. ~ 

Fig. 9 
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have been :removed. 

* (a) Eve"nts which satisfy 1. 0 < I cos e I ,,; o. 67. 

(b) Events which satisfy 0. 67 < * 1 cos e I ,,; 0. 33. 

(c) Events which satisfy O. 33 < * I cos e I ,,; o. 

(d) All events. 

(a) 
2 

X probability distribution for A events. (Insert: Expanded 

0 -o 
scale for low probability events. ) (b) Same as (a) for K /K 

events. (c) Same as (a) for 'I events. 

(a) 'l'I mass distribution (unweighted events). Shaded events 

. 0 represent fits to, 1T - 'I + 'I· 

(b) A'i mass distribution (cross section equivalent weights). The 

insert shows the A'i mass region between 1. 15 and 1. 28 GeV/c
2

. 

" 0 Shaded events represent fits to ~ - A + y. 

(c) AK0 mass distribution (weighted events). Shaded events repre-
s ' 

sent the unweighted events. 

1 . 0 . Inc us1ve p + p - 1T + X cross sections. Data from this experi-

ment and from Refs. 11-17. 

(a) Average number of A, <A>, as a function of topology, n, for 

this experiment and also from Refs. 12 and 13. 

0 -o 
(b) Same as (a) for < K /K >; also shown are data from Refs. 12 

and 13. 

0 (c) Same as (a) for< 1T >; als·o shown are data from Refs. 13 and 14. 



Fig. 10 

Fig. 11 

Fig. 12 

Fig. 13 

Fig. 14 

Fig. 15 

Fig. 16 

Fig; 17 

Fig. 18 
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0 Total average values, < 1T >, as a function of s. The straight 

line is <1T 0 > = -(1. 68 ± O. 19) + (0. 87 ± 0. 05) ln s. 

Average charged multiplicities for all events, and for those 

d .h 0 0 d . events associate wit ir , K , j\ pro uction. See text for further 

details. The curve represents a fit to all data points of the form 

all · 
<nch> = -(·1. 69 ± 0. 08) + (1. 56 ± O. 02) lns. The insert to the 

1T 0 
figure shows the ratio <nch> l<nch>· 

dcr /d j x j and F 1 ( j x j) for p + p - 1\ + X. The data has been folded 

and added about x = O. 

0 -o 
Same as Fig. 12 for p + p - (K /K ) + X. 

2 
(a) dcr /dP T for p + p - 1\ + X. Data from Ref. 11 are also shown. 

0 -o 
(b)_ Same as (a) for p + p - (K /K ) + X. 

* 0 -o dcr /dy for p + p - (K /K ) + X. Data from Ref. 12 are also shown. 

* The data has been folded and added about y = 0. 

Same as Fig. 15 for p + p - 1\ + X. 

* dcr /d j y j for the inclusive '{events. The data have been folded 

* and added about y = 0. Data points for 2-, 4-, 6-, 8-prong 

events are given separately. 

(a) dcr Id j P ~'{ j for inclusive y events. The data have been folded 

and added about p':''{ = 0. 0. The curve corresponds to a fit of 
3 L 

the form 2] A. exp (-B. j P *'1 j J . (See text for further details. ) 
i= 1 i i L 



Fig. 19 

Fig. 20 

Fig. 21 

Fig. 22 

• Fig. 23 
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I *"' (b) d<r /d PL for the reaction p + p - rr + X. The curve is the 

rr 
0 

spectrum derived from the inclusive 'I sample. A one-standard 

deviation uncertainty calculated from the full error matrix of the 

fit to the 'I distribution is shown by the dotted lines bordering the 

0 
transformed rr spectrum. Also shown are inclusive p + p -

rr ± + X spectra from Ref. 26. Data points from the inclusive 

0 rr - 'l'I fits from this experiment are also indicated. 

dcr /dP~ for the reaction p + p - rr + X. The broken curves repre-

sent the rr 0 spectrum, with a one-standard deviation uncertainty, 

derived from the inclusive 'I sample. Also shown are inclusive 

± p + p - rr + X spectra from Ref. 26. Data points from the inclu-

sive rr 
0 

- 'l'I fits from this experiment are also indicated. 

Average values <PT> for inclusive '{, K
0 

and fl. events as a 

function of s. 

(a) Average multiplicity for inclusive (fl.) and (K
0 

/K
0

) events as 

2 
a function of PT. (b) Same as (a) as a function of Ix!. 

(a) clcr /d(MM
2

) for inclusive (fl.) and (K
0 

/K
0

) events. (b) Asso-

2 
ciated charged multiplicity as a function of MM for inclusive 

0 -o 
(A) and (K /K ) events. 

<lO" /cl It' I for inclusive fl. events. The curves represent fits to 

A exp (BI t' J ). 
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Fig. 24 
0 -o 

dcr /d It' I for inclusive (K /K ) events. The curve represents a 

fit to A exp (BI t' I). 

Fig. 25 Polarization of the inclusive A events as a function ot I .x I. 
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